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Preface

The course presented in this text concentrates on the typical methods of
modern set theory: transfinite induction, Zorn’s lemma, the continuum hy-
pothesis, Martin’s axiom, the diamond principle <, and elements of forcing.
The choice of the topics and the way in which they are presented is subordi-
nate to one purpose — to get the tools that are most useful in applications,
especially in abstract geometry, analysis, topology, and algebra. In par-
ticular, most of the methods presented in this course are accompanied by
many applications in abstract geometry, real analysis, and, in a few cases,
topology and algebra. Thus the text is dedicated to all readers that would
like to apply set-theoretic methods outside set theory.

The course is presented as a textbook that is appropriate for either a
lower-level graduate course or an advanced undergraduate course. How-
ever, the potential readership should also include mathematicians whose
expertise lies outside set theory but who would like to learn more about
modern set-theoretic techniques that might be applicable in their field.

The reader of this text is assumed to have a good understanding of
abstract proving techniques, and of the basic geometric and topological
structure of the n-dimensional Euclidean space R™. In particular, a com-
fort in dealing with the continuous functions from R™ into R is assumed. A
basic set-theoretic knowledge is also required. This includes a good under-
standing of the basic set operations (union, intersection, Cartesian product
of arbitrary families of sets, and difference of two sets), abstract functions
(the operations of taking images and preimages of sets with respect to func-
tions), and elements of the theory of cardinal numbers (finite, countable,
and uncountable sets.) Most of this knowledge is included in any course in
analysis, topology, or algebra. These prerequisites are also discussed briefly
in Part I of the text.

The book is organized as follows. Part I introduces the reader to ax-
iomatic set theory and uses it to develop basic set-theoretic concepts. In
particular, Chapter 1 contains the necessary background in logic, discusses
the most fundamental axioms of ZFC, and uses them to define basic set-
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X Preface

theoretic operations. In Chapter 2 the notions of relation, function, and
Cartesian product are defined within the framework of ZFC theory. Related
notions are also introduced and their fundamental properties are discussed.
Chapter 3 describes the set-theoretic interpretation of the sets of natural
numbers, integers, and real numbers. Most of the facts presented in Part I
are left without proof.

Part II deals with the fundamental concepts of “classical set theory.”
The ordinal and cardinal numbers are introduced and their arithmetic is
developed. A theorem on definition by recursion is proved and used to
prove Zorn’s lemma. Section 4.4 contains some standard applications of
Zorn’s lemma in analysis, topology, and algebra.

Part IIT is designed to familiarize the reader with proofs by transfi-
nite induction. In particular, Section 6.1 illustrates a typical transfinite-
induction construction and the diagonalization argument by describing
several different constructions of subsets of R™ with strange geometric prop-
erties. The two remaining sections of Chapter 6 introduce the basic ele-
ments of descriptive set theory and discuss Borel and Lebesgue-measurable
sets and sets with the Baire property. Chapter 7 is designed to help the
reader master the recursive-definitions technique. Most of the examples
presented there concern real functions, and in many cases consist of the
newest research results in this area.

Part IV is designed to introduce the tools of “modern set theory”: Mar-
tin’s axiom, the diamond principle <}, and the forcing method. The overall
idea behind their presentation is to introduce them as natural refinements
of the method of transfinite induction. Thus, based on the solid founda-
tion built in Part III, the forcing notions and forcing arguments presented
there are obtained as “transformed” transfinite-induction arguments. In
particular, the more standard axiomatic approach to these methods is de-
scribed in Chapter 8, where Martin’s axiom and the diamond principle are
introduced and discussed. Chapter 9 is the most advanced part of this text
and describes the forcing method. Section 9.1 consists of some additional
prerequisites, mainly logical, necessary to follow the other sections. In Sec-
tion 9.2 the main theoretical basis for the forcing theory is introduced while
proving the consistency of ZFC and the negation of CH. In Section 9.3 is
constructed a generic model for ZEC+<¢ (thus, also for ZFC+CH). Sec-
tion 9.4 discusses the product lemma and uses it to deduce a few more
properties of the Cohen model, that is, the model from Section 9.2. The
book finishes with Section 9.5 in which is proved the simultaneous con-
sistency of Martin’s axiom and the negation of the continuum hypothesis.
This proof, done by iterated forcing, shows that even in the world of the
“sophisticated recursion method” of forcing the “classical” recursion tech-
nique is still a fundamental method of set theory — the desired model is
obtained by constructing forcing extensions by transfinite induction.
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It is also worthwhile to point out here that readers with different back-
grounds will certainly be interested in different parts of this text. Most
advanced graduate students as well as mathematical researchers using this
book will almost certainly just skim Part I. The same may be also true
for some of these readers for at least some portion of Part II. Part IIT and
the first chapter of Part IV should be considered as the core of this text
and are written for the widest group of readers. Finally, the last chapter
(concerning forcing) is the most difficult and logic oriented, and will prob-
ably be of interest only to the most dedicated readers. It certainly can be
excluded from any undergraduate course based on this text.
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Chapter 1

Axiomatic set theory

1.1 Why axiomatic set theory?

Essentially all mathematical theories deal with sets in one way or another.
In most cases, however, the use of set theory is limited to its basics: el-
ementary operations on sets, fundamental facts about functions, and, in
some cases, rudimentary elements of cardinal arithmetic. This basic part
of set theory is very intuitive and can be developed using only our “good”
intuition for what sets are. The theory of sets developed in that way is
called “naive” set theory, as opposed to “axiomatic” set theory, where all
properties of sets are deduced from a fixed set of axioms.

Clearly the “naive” approach is very appealing. It allows us to prove a
lot of facts on sets in a quick and convincing way. Also, this was the way
the first mathematicians studied sets, including Georg Cantor, a “father
of set theory.” However, modern set theory departed from the “paradise”
of this simple-minded approach, replacing it with “axiomatic set theory,”
the highly structured form of set theory. What was the reason for such a
replacement?

Intuitively, a set is any collection of all elements that satisfy a certain
given property. Thus, the following axiom schema of comprehension,
due to Frege (1893), seems to be very intuitive.

If ¢ is a property, then there exists a set Y = {X: p(X)} of all
elements having property ¢.

This principle, however, is false! It follows from the following theorem of
Russell (1903) known as Russell’s antinomy or Russell’s paradox.

3



4 1 Axiomatic set theory

Russell’s paradox There is no set S ={X: X ¢ X}.

The axiom schema of comprehension fails for the formula ¢(X) defined
as “X € X.” To see it, notice that if S had been a set we would have had
for every Y

YeSeYéy.

Substituting S for Y we obtain
SeSe S¢S,

which evidently is impossible.

This paradox, and other similar to it, convinced mathematicians that
we cannot rely on our intuition when dealing with abstract objects such as
arbitrary sets. To avoid this trouble, “naive” set theory has been replaced
with axiomatic set theory.

The task of finding one “universal” axiomatic system for set theory
that agrees with our intuition and is free of paradoxes was not easy, and
was not without some disagreement. Some of the disagreement still ex-
ists today. However, after almost a century of discussions, the set of ten
axioms/schemas, known as the Zermelo-Fraenkel axioms (abbreviated as
ZFC, where C stands for the axiom of choice), has been chosen as the most
natural. These axioms will be introduced and explained in the next chap-
ters. The full list of these axioms with some comments is also included in
Appendix A.

It should be pointed out here that the ZFC axioms are far from “per-
fect.” It could be expected that a “perfect” set of axioms should be com-
plete, that is, that for any statement ¢ expressed in the language of set
theory (which is described in the next section) either ¢ or its negation is a
consequence of the axioms. Also, a “good” set of axioms should certainly
be consistent, that is, should not lead to a contradiction. Unfortunately, we
cannot prove either of these properties for the ZFC axioms. More precisely,
we do believe that the ZFC axioms are consistent. However, if this belief
is correct, we can’t prove it using the ZFC axioms alone. Does it mean
that we should search for a better system of set-theory axioms that would
be without such a deficiency? Unfortunately, there is no use in searching
for it, since no “reasonable” set of axioms of set theory can prove its own
consistency. This follows from the following celebrated theorem of Gddel.

Theorem 1.1.1 (Godel’s second incompleteness theorem) Let T be a set
of axioms expressed in a formal language L (such as the language of set
theory described in Section 1.2) and assume that T has the following “rea-
sonable” properties.

(1) T is consistent.



1.1 Why azxiomatic set theory? 5

(2)  There is an effective algorithm that decides for an arbitrary sentence
of the language L whether it is in T or not.

(3) T is complicated enough to encode simple arithmetic of the natural
numbers.

Then there is a sentence @ of the language L that encodes the statement
“T is consistent.” However, p is not a consequence of the axioms T.

In other words, Theorem 1.1.1 shows us that for whatever “reasonable”
systems of axioms of set theory we choose, we will always have to rely on
our intuition for its consistency. Thus, the ZFC axioms are as good (or
bad) in this aspect as any other “reasonable” system of axioms.

So what about the completeness of the ZFC axioms? Can we prove
at least that much? The answer is again negative and once again it is a
common property for all “reasonable” systems of axioms, as follows from
another theorem of Godel.

Theorem 1.1.2 (Godel’s first incompleteness theorem) Let T' be a set of
azioms expressed in a formal language L (such as the language of set theory
described in Section 1.2) and assume that T' has the following “reasonable”
properties.

(1) T is consistent.

(2)  There is an effective algorithm that decides for an arbitrary sentence
of the language L whether it is in T or not.

(3) T is complicated enough to encode simple arithmetic of the natural
numbers.

Then there is a sentence ¢ of the language L such that neither ¢ nor its
negation =@ can be deduced from the axioms T.

A sentence ¢ as in Theorem 1.1.2 is said to be independent of the
axioms T'. It is not difficult to prove that a sentence ¢ is independent of
the consistent set of axioms T if and only if both TU{¢} and TU{—¢} are
consistent too. Part of this course will be devoted to studying the sentences
of set theory that are independent of the ZFC axioms.

The preceding discussion shows that there is no way to find a good
complete set of axioms for set theory. On the other hand, we can find a
set of axioms that reach far enough to allow encoding of all set-theoretic
operations and all classical mathematical structures. Indeed, the ZFC ax-
ioms do satisfy this requirement, and the rest of Part I will be devoted to
describing such encodings of all structures of interest.



6 1 Axiomatic set theory

1.2 The language and the basic axioms

Any mathematical theory must begin with undefined concepts. In the case
of set theory these concepts are the notion of a “set” and the relation “is
an element of” between the sets. In particular, we write “x € y” for “x is
an element of y.”

The relation € is primitive for set theory, that is, we do not define it.
All other objects, including the notion of a set, are described by the axioms.
In particular, all objects considered in formal set theory are sets. (Thus,
the word “set” is superfluous.)

In order to talk about any formal set theory it is necessary to specify
first the language that we will use and in which we will express the axioms.
The correct expressions in our language are called formulas. The basic for-
mulas are “z € y” and “z = ¢,” where z,y, z, and ¢ (or some other variable
symbols) stand for the sets. We can combine these expressions using the
basic logical connectors of negation —, conjunction &, disjunction V, impli-
cation —, and equivalence <. Thus, for example, =¢ means “not ¢” and
p—1) stands for “p implies ¢.” In addition, we will use two quantifiers:
existential 3 and universal V. Thus, an expression Vxy is interpreted as
“for all z formula ¢ holds.” In addition, the parentheses “(” and “)” are
used, when appropriate.

Formally, the formulas can be created only as just described. However,
for convenience, we will also often use some shortcuts. For example, an ex-
pression Jz € Ap(x) will be used as an abbreviation for 3z(z € A & ¢(z)),
and we will write Vo € Ap(z) to abbreviate the formula Vz(z € A—¢(z)).
Also we will use the shortcuts z # y, x € y, * C y, and =z ¢ y, where, for
example, x C y stands for Vz(z € z—z € y).

Finally, only variables, the relations = and €, and logical symbols al-
ready mentioned are allowed in formal formulas. However, we will often
use some other constants. For example, we will write z = () (z is an empty
set) in place of —Jy(y € x).

We will discuss ZFC axioms throughout the next few sections as they
are needed. Also, in most cases, we won’t write in the main text the
formulas representing the axioms. However, the full list of ZFC axioms
together with the formulas can be found in Appendix A.

Let us start with the two most basic axioms.

Set existence axiom There exists a set: Jz(x = x).

Extensionality axiom If x and y have the same elements, then x is equal
to y.

The set existence axiom follows from the others. However, it is the
most basic of all the axioms, since it ensures that set theory is not a trivial
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theory. The extensionality axiom tells us that the sets can be distinguish
only by their elements.

Comprehension scheme (or schema of separation) For every for-
mula (s, t) with free variables s and ¢, set x, and parameter p there
exists a set y = {u € x: p(u,p)} that contains all those u € x that
have the property .

Notice that the comprehension scheme is, in fact, the scheme for in-
finitely many axioms, one for each formula ¢. It is a weaker version
of Frege’s axiom schema of comprehension. However, the contradiction
of Russell’s paradox can be avoided, since the elements of the new set
y ={u € z: ¢(u,p)} are chosen from a fixed set x, rather than from an
undefined object such as “the class of all sets.”

From the set existence axiom and the comprehension scheme used with
the formula “u # u,” we can conclude the following stronger version of the
set existence axiom.

Empty set axiom There exists the empty set (.

To see the implication, simply define ) = {y € x: y # y}, where z is a
set from the set existence axiom. Notice that by the extensionality axiom
the empty set is unique.

An interesting consequence of the comprehension scheme axiom is the
following theorem.

Theorem 1.2.1 There is no set of all sets.
Proof If there were a set S of all sets then the following set
Z={XeS: X¢&X}

would exist by the comprehension scheme axiom. However, with S being
the set of all sets, we would have that Z = {X: X ¢ X}, the set from
Russell’s paradox. This contradiction shows that the set S of all sets cannot
exist. (]

By the previous theorem all sets do not form a set. However, we some-
times like to talk about this object. In such a case we will talk about a
class of sets or the set-theoretic universe. We will talk about classes only
on an intuitive level. It is worth mentioning, however, that the theory of
classes can also be formalized similarly to the theory of sets. This, however,
is far beyond the scope of this course. Let us mention only that there are
other proper classes of sets (i.e., classes that are not sets) that are strictly
smaller than the class of all sets.
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The comprehension scheme axiom is a conditional existence axiom, that
is, it describes how to obtain a set (subset) from another set. Other basic
conditional existence axioms are listed here.

Pairing axiom For any a and b there exists a set x that contains ¢ and

b.

Union axiom For every family F there exists a set U containing the union
JF of all elements of F.

Power set axiom For every set X there exists a set P containing the set
P(X) (the power set) of all subsets of X.

In particular, the pairing axiom states that for any a and b there exists
a set = such that {a,b} C . Although it does not state directly that there
exists a set {a, b}, the existence of this set can easily be concluded from
the existence of x and the comprehension scheme axiom:

{a,b} ={ue€z:u=aVu=>b}

Similarly, we can conclude from the union and power set axioms that for
every sets F and X there exist the union of F

UF={2:3FecF@@eF)}={scU:IFcF(xeF)}
and the power set of X
PX)={z:z2zCcX}={z€P:zC X}.

It is also easy to see that these sets are defined uniquely. Notice also that
the existence of a set {a,b} implies the existence of a singleton set {a},
since {a} = {a,a}.

The other basic operations on sets can be defined as follows: the union
of two sets x and y by

rUYy = U{xvy};

the difference of sets x and y by
w\y={z€x:z¢y};
the arbitrary intersections of a family F by
ﬂfz{zEUf:VFE}"(zeF)};
and the intersections of sets x and y by

TNy = ﬂ{l‘,y}
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The existence of sets z\y and [ F follows from the axiom of comprehension.

We will also sometimes use the operation of symmetric difference of two
sets, defined by

aly = (z\y)U(y\ )

Its basic properties are listed in the next theorem. Its proof is left as an
exercise.

Theorem 1.2.2 For every x,y, and z
(a) zlAy=ylz,

(b) zhy=(xUy)\ (zNy),

(¢) (zhy)Az=zA(yAz).
We will define an ordered pair {a,b) for arbitrary a and b by

(a,b) = {{a}, {a,b}}. (1.1)

It is difficult to claim that this definition is natural. However, it is com-
monly accepted in modern set theory, and the next theorem justifies it by
showing that it maintains the intuitive properties we usually associate with
the ordered pair.

Theorem 1.2.3 For arbitrary a, b, c, and d
(a,by = {c,d) if and only if a = c and b =d.

Proof Implication < is obvious.

To see the other implication, assume that (a,b) = (c,d). This means
that {{a}, {a,b}} = {{c},{c,d}}. In particular, by the axiom of extension-
ality, {a} is equal to either {c} or {c,d}.

If {a} = {c} then a = c. If {a} = {c,d}, then ¢ must belong to {a} and
we also conclude that a = ¢. In any case, a = ¢ and we can deduce that
{{a},{a,b}} = {{a}, {a,d}}. We wish to show that this implies b = d.

But {a, b} belongs to {{a},{a,d}}. Thus we have two cases.

Case 1: {a,b} = {a,d}. Then b=a or b =d. If b = d we are done. If
b = a then {a,b} = {a} and so {a,d} = {a}. But d belongs then to {a}
and so d = a. Since we had also a = b we conclude b = d.

Case 2: {a,b} = {a}. Then b belongs to {a} and so b = a. Hence we
conclude that {a,d} = {a}, and as in case 1 we can conclude that b = d.
|
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Now we can define an ordered triple (a,b,c) by identifying it with
({a, b}, c) and, in general, an ordered n-tuple by

<a1,a2,. . 7an717an> = <<a/1,0/2,.. . 7a’n71>;an>-

The agreement of this definition with our intuition is given by the following
theorem, presented without proof.

Theorem 1.2.4 (ay,as,... ,an_1,a,) = {(a},a},... ,al,_1,al) if and only

»¥n—12%Yn
ifa; =a} foralli=1,2,... ,n.

Next we will define a Cartesian product X x Y as the set of all ordered
pairs (z,y) such that x € X and y € Y. To make this definition formal,
we have to use the comprehension axiom. For this, notice that for every
x € X and y € Y we have

(z,y) = {{z}, {z,y}} e P(P(X UY)).

Hence, we can define
XxY={zePPXUY)):JxeXIyeY (2= (x,9)}. (1.2)

The basic properties of the Cartesian product and its relation to other
set-theoretic operations are described in the exercises.

The last axiom we would like to discuss in this section is the infinity
axiom. It states that there exists at least one infinite set. This is the
only axiom that implies the existence of an infinite object. Without it,
the family F of all finite subsets of the set of natural numbers would be a
good “model” of set theory, that is, F satisfies all the axioms of set theory
except the infinity axiom.

To make the statements of the infinity axiom more readable we intro-
duce the following abbreviation. We say that y is a successor of = and write
y = S(z) if y = x U {z}, that is, when

Vz[z €y < (z€xVz=ux).

Infinity axiom (Zermelo 1908) There exists an infinite set (of some spe-
cial form):

Az [Vz(z = 0—z € x) & Vy € aVz(z = S(y)—z € z)].

Notice that the infinity axiom obviously implies the set existence axiom.
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EXERCISES
1 Prove that if F € F then NF C F CJF.

2 Show that for every family F and every set A
(a) if AC F for every F € F then A C (| F, and
(b) if F C A for every F € F then |JF C A.

3 Prove that if NG # @ then NFNNG C N(FNG). Give examples
showing that the inclusion cannot be replaced by equality and that the
assumption F NG # ( is essential.

4 Prove Theorem 1.2.2.

5 Show that ({(a,b),c) = ((a’,b"), ) if and only if (a, (b,c)) = (a’, (V',))
if and only if a = a’, b =10/, and ¢ = ¢. Conclude that we could define an
ordered triple (a, b, c) as (a, (b, c)) instead of ({a,b),c).

6 Prove that X xY =0 ifand only if X =0 or Y = 0.

7 Show that for arbitrary sets X, Y, and Z the following holds.
(a) (XUY)xZ=(Xx2Z)U((Y x 2).

b)) XNY)xZ=(XxZ)Nn(Y x Z).

() X\Y)xZ=(Xx2Z)\(Y x2).

8 Provethat f X x ZCY xT and X x Z# (@ then X CY and Z C T.
Give an example showing that the assumption X x Z # () is essential.



Chapter 2

Relations, functions, and
Cartesian product

2.1 Relations and the axiom of choice

A subset R of a Cartesian product X x Y is called a (binary) relation.
For a relation R of a Cartesian product X x Y, we usually write aRb
instead of (a,b) € R and read: a is in the relation R to b, or the relation
R between a and b holds.
The domain dom(R) of a relation R is defined as the set of all x such
that (x,y) € R for some y € Y, that is,

dom(R)={z e X:FyeY ((z,y) € R)};

the range range(R) of a relation R is defined as the set of all y such that
(x,y) € R for some x € X, that is,

range(R) ={y € Y: 3z € X ((z,y) € R)}.
The set Z = dom(R) U range(R) for relation R is called a field of R.

Notice that R C Z x Z. In this case we often say that R is defined on Z.

Examples 1. The relation R on the set of real numbers R defined as
(r,y) € R if and only if < y is usually denoted by <.! Notice that

1In the examples we will often use notions that you supposedly know from other courses,
even if we have not yet defined them within the framework of set theory (such as the set
of real numbers R in this example). This will be used only to help you develop the right
intuition. We will try to avoid this kind of situation in the main stream of the course.

12



2.1 Relations and the axiom of choice 13

R is the subset of the plane consisting of those points that are above the
identity line y = x. The domain and the range of this relation are equal
to R.

2. Consider the relation Rg;, on the set of natural numbers N defined as
(x,y) € Raiv if and only if x and y are different natural numbers greater
than 1 and z divides y. Then dom(Rg;v) = {2,3,4, ...} and range(Raiyv) is
the set of all composite natural numbers.

Let RC X xY and S CY x Z. The relation
{{y,x) €Y x X: xRy}
is called the inverse of R and is denoted by R~!. The relation
{z,2) e X x Z: Ty €Y (zRy & ySz)}

is called the composition of R and S and is denoted by S o R.

Note that (R™1)"1= R, dom(R~!) = range(R), range(R~!) = dom(R),
dom(SoR) C dom(R), and range(SoR) C range(S). Moreover, (SoR)~! =
R tos 1

Examples 1. If < and > are defined on R in the natural way then

>)o (;) is equal to the relation R x R.
<)o (<) is equal to <.

Let R be a binary relation on X x X. We say that R is
reflezive if xRz for every = € X;
symmetric if xRy implies yRx for every x,y € X; and

transitive if xRy and yRz imply xRz for every z,y,z € X.

Examples 1. The relations < and > on R are transitive, but they are
neither reflexive nor symmetric.

2. The relations < and > on R are transitive and reflexive, but not sym-
metric.

3. The relation # on R is symmetric, but is neither reflexive nor transitive.
4. The relation ) C R x R is symmetric and transitive, but is not reflexive.
5. The relation R on R defined by xRy if and only if y = 22 has neither of
the three properties.

6. The relation = on R is reflexive, symmetric, and transitive.
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A binary relation R C X x X is an equivalence relation on X if it
is reflexive, symmetric, and transitive. Equivalence relations are usually
denoted by symbols such as ~, ~, or =.

Examples 1. The relation = on any set X is an equivalence relation.

2. If L is the family of all straight lines on the plane and R is the relation
on L of being parallel, then R is an equivalence relation.

3. Let C be the family of all Cauchy sequences (a,) = (a1,as,...) of
rational numbers. Define relation ~ on C by (a,) ~ (by) if and only if
lim,, oo (@n — b,) = 0. Then ~ is an equivalence relation.

4. A nonempty family Z C P(X) is said to be an ideal on X if for every
A,BeP(X)

ACB&Be€eZI - A€l and A Bel — AUBE€eT.
For every ideal Z on a set P(X) the relation
ArB if and only if AAB€eZ

is an equivalence relation.

Let X be a set. A family F of nonempty subsets of X is said to be a
partition of X if [JF = X and sets belonging to F are pairwise disjoint,
that is, for every A, B € F either A= B or AN B = 0.

For an equivalence relation F on X and = € X the set

[z] = {y € X: 2By}
is called the equivalence class of x (with respect to E). The family
{[z) e P(X): z € X}

of all equivalence classes for F is denoted by X/FE and is called the quotient
class of X with respect to E.
For a partition F of a set X let us define a relation Rz on X by

tRry < IJFeF(re F&yeF).
Theorem 2.1.1

(A) If E is an equivalence relation on X then the family X/E of all
equivalence classes forms a partition of X, that is, for every x,y € X
either [x] = [y] or [z] N [y] = 0.

(B) If F is a partition of X then Ry is an equivalence relation on X.
Moreover, X/Rr = F and Rx/p = E.
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The proof is left as an exercise.

Theorem 2.1.1 shows that there is a one-to-one correspondence between
the class of all partitions of X and the family of all equivalence relations
on X. In general, equivalence classes generalize the notion of equality.
Elements within one equivalence class are identified by the relation.

An element x of an equivalence class C' is called a representative of C.
A set of representatives of an equivalence relation E is a set that contains
exactly one element in common with each equivalence class. Notice that,
by Theorem 2.1.1 and the axiom of choice, to be stated shortly, a set of
representatives exists for every equivalence relation.

Axiom of choice For every family F of nonempty disjoint sets there ex-
ists a selector, that is, a set S that intersects every F' € F in precisely
one point.

The axiom of choice (usually abbreviated as AC) has the conditional
existence character of the pairing, union, and power set axioms. However,
it has also a very different character, since a selector, which exists by this
axiom, does not have to be unique. This nonconstructive character of the
axiom of choice was, in the past, the reason that some mathematicians
(including Borel and Lebesgue) did not like to accept it. However, the
discussion on the validity of the axiom of choice has been for the most part
resolved today, in favor of accepting it.

The axiom of choice will be one of the most important tools in this
course.

EXERCISES

1 Let RC X xY and S C Y x Z be the relations. Prove that dom(R™!) =
range(R), dom(S o R) C dom(R), and range(S o R) C range(.S).

2 Show the formulas (RUS)™! = R71US~, (RNS)"' = R~'NnS~! and
(SoR)"'=R1oS L

3 Prove the formulas
(RUS)oT =(RoT)U(SoT), To(RUS)=(ToR)U(ToS),
(RNS)oT C(RoT)N(SoT), To(RNS)C(ToR)N(ToS).

Find examples of relations R, S, and T that show that the inclusions in
the display cannot be replaced with equations.

4 Find examples of relations on R that are
(a) reflexive, but neither symmetric nor transitive;
(b) reflexive and symmetric but not transitive.

5 Prove Theorem 2.1.1.
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2.2 Functions and the replacement scheme
axiom

A relation R C X x Y is called a function if

(Y, y1,y2)(xRy1 & xRys —y1 = yo).

Functions are usually denoted by the letters f, g, h, .. ..The domain dom(f)
and the range range(f) of a function f are defined as for relations. For a
function f if dom(f) = X and range(f) C Y then f is called a function
(or map or transformation) from X into Y and it is denoted by f: X —
Y. If, moreover, range(f) = Y then f is said to be a function (map or
transformation) from X onto Y, or a surjective function. The set of all
functions from X into Y is denoted by YX.

If f € Y¥X and x € X then there exists precisely one y € Y such that
xfy. The element y is called the value of f at x and is denoted by f(x).
Thus, the formula y = f(z) has the same meaning as x fy.

Notice that for f,g € YX

f=g9&VeeX (f(z)=g(z)).

A function f: X — Y is a one-to-one (or injective) function if

for all z,y € X. A function f: X — Y is a bijection if it is one-to-one and
onto Y.
For f: X =Y, AC X, and B CY we define

fIAl={f(@): e X} ={yeY:Tr e X (y = f(x))}

and

fY(B)={reX: f(z) € B}.

We use square brackets in f[A] rather than regular parentheses to avoid
a double meaning for the symbol f(A) when A is at the same time an
element of X and its subset. A similar double meaning may happen when
the symbol f~1(B) is used. However, in this case it will be always clear
from the context which meaning of the symbol we have in mind. The sets
f[A] and f~!(B) are called the image of A and the preimage of B with
respect to f, respectively.
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Theorem 2.2.1 If f € YX then f~' is a function if and only if f is
one-to-one. Moreover, if f~1 is a function then f~' € X%, where Z =
range(f), and f~1 is one-to-one.

Theorem 2.2.2 If f € YX and g € ZY then go f is also a function and
go f € ZX. Moreover, (go f)(x) = g(f(x)) for every x € X.

Theorem 2.2.3 Let f € YX and g € ZY. If f and g are one-to-one, then
soisgo f. If f and g are onto, then so is go f.

The proofs are left as exercises.
For the proof of the next theorem we need one more axiom scheme.

Replacement scheme axiom (Fraenkel 1922; Skolem 1922) For every
formula ¢(s,t, U, w) with free variables s, ¢, U, and w, set A, and
parameter p if (s, t, A,p) defines a function F on A by F(z) =
y < o(x,y, A, p), then there exists a set Y containing the range F[A]
of the function F, where F[A] = {F(x): z € A}.

As with the comprehension scheme axiom, the replacement scheme
axiom is in fact a scheme for infinitely many axioms, one for each for-
mula . In conjunction with the comprehension scheme axiom, the re-
placement scheme axiom implies that for a function defined by formula
F(z) =y < p(x,y,A,p) on a set A, the range of F exists, since it can be
defined:

FAl={yeY:3z e A(y=F(x))}.

Sometimes the replacement scheme axiom is formulated in a stronger ver-
sion, which states that the set Y existing by the axiom is equal to the range
of F. It is worth noticing that such a stronger version of the replacement
scheme axiom implies the comprehension scheme axiom.

Now we are ready for the next theorem.

Theorem 2.2.4 If F is a family of nonempty sets then there is a function
f: F—=UF such that f(X) € X for every X € F.

Proof Take a formula ¢(X,Y") that can be abbreviated to
Y = {X} x X.
Notice that if p(X,Y) and ¢(X,Y”’) hold then Y = {X} x X =Y’. In

particular, ¢ satisfies the assumptions of the replacement scheme axiom.
So there exists a family
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G={V:3IX e F(p(X,Y))} = {{X} x X: X € F}.

Notice that elements of G are nonempty and that they are pairwise disjoint,
since

(X} > X)n ({ X} x X) = ({(X}n{X"}) x (X N X).

Thus, by the axiom of choice, there is a selector f for G. Notice that f is
the desired function. O

The function from Theorem 2.2.4 is called a choice function for the
family F. In fact, the statement that for every family of nonempty sets
there exists a choice function is equivalent to the axiom of choice. The
statement follows from the axiom of choice by Theorem 2.2.4. To see that
the axiom of choice follows from it define a selector S for a family F of
nonempty pairwise-disjoint sets as S = range(f) when f is a choice function
for F.

For a function f € YX and A C X the relation fN (A xY) is a function
that belongs to Y4. It is called the restriction of f to the set A and is
denoted by f]a4.

A function g is said to be an extension of a function f if f C g. We
also say that f is a restriction of g.

Theorem 2.2.5 If f and g are functions then g extends f if and only if
dom(f) C dom(g) and f(x) = g(x) for every x € dom(f).

The proof is left as an exercise.

Functions for which the domain is the set N of natural numbers are
called (infinite) sequences. A (finite) sequence is any function whose do-
main is any natural number n (= {0,1,... ,n — 1}). If a is any sequence,
then we usually write a,, in place of a(m). We will sometimes represent

such a sequence by the symbol (a,,) or {a,,}, indicating the domain of the
sequence if necessary.

EXERCISES
1 Prove Theorem 2.2.1.
2 Prove Theorem 2.2.2.
3 Prove Theorem 2.2.3.

4 Prove Theorem 2.2.5.
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2.3 Generalized union, intersection, and Car-
tesian product

Let F' be a function from a nonempty set 7" into a family of sets G. We will
usually write F; instead of F(¢) and {F;: t € T} or {F;}ier for range(F).
The family F = {F}}+er is called an indezed family, with T being the index
set.

The following notation will be used for F = {F} }1er:

Ur=Ur NEr=N~*

teT teT

In the text these sets will also appear as | J,cp Ft and [, Fy, respectively.

When the set T is fixed, we will sometimes abbreviate this notation and
write {F} }; or {F;} in place of { F} }ser, and {J, F; and (), F} for (J,cp F; and
Nier Fr- When the index set of the index family F is a Cartesian product
S x T then we usually denote its elements by Fy; instead of F(, ;) and we
say that F is a doubly indexed family. We denote it as {Fy;: s € S, t € T}
or simply {Fs}. In such a case we will write UseS,teT Fy; or Us,t F,, for

U<s,t>eSxT Fy and ﬂsGS,tGT Fy or ﬂs,t Fy for n(s,t)GSxT Fo. I8S=T
we will also write Us,teT F,; and ﬂs’teT F.
The following properties are easy to verify:

erFt@HteT(xeFt) and xeﬂFt<:>VteT(xeFt);
teT teT

UFt:Fp:ﬂFt for T = {p};

teT teT
UF=FRUF, ad [(E=FnF,  forT={pq}
teT teT
It is also easy to see that for any formula (¢, z) and sets T, X

U{xeX: ot,r)} ={x e X:3HeT (ot ,x))}

(e eX:o(t,x)} ={zeX:VteT (ot )}
teT
Other properties of these operations are listed in the exercises.

The behavior of generalized union and intersection under the action of
image and preimage of a function is described in the next theorem.
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Theorem 2.3.1 If f € Y, {F,}ier is an indeved family of subsets of X,
{Gt}ier is an indexed family of subsets of Y, A, B C X, and C,D C Y
then

(@) f[Uier Ft] = User fIF;

() f[Mier F] € Nier FIF;

()  fIAINF[B] C fIA\ Bl;

(d)  f7H (User Gt) = User f7H(GY);
(€ f7H (Mher Gr) = Nier FHGY):
() fTHANSHB) = A\ B).

The proof is left as an exercise.
For an indexed family {F;: t € T} we define its Cartesian product by

[[F={hez":vteT (ht) e F)},
teT

where Z = | J,c Fy. If all the sets F} are identical, Fy; =Y, then [[,.,, F; =
YT. The set Y7 is called a Cartesian power of the set Y.

For t € T the function p;: [[,c Fy — Fi defined by pi(z) = x(t) is
called the projection of [[,., Fy onto Fj.

Remark For T' a two-element set {a,b} the Cartesian products [[, . F
and F, X Fj, are different. (The first one is a set of functions on T', the second
one is a set of ordered pairs.) However, there is a natural identification of
every element {(a, ), (b,y)} from [[,cp F} with (z,y) € F, x Fy. Therefore
we will usually identify these products.

Theorem 2.3.2 A product [[,. Fy of nonempty sets Fy is nonempty.

Proof The choice function f for the family {F;: ¢t € T}, which exists by
Theorem 2.2.4, is an element of [[,., F3. O

Remark Theorem 2.3.2 easily implies Theorem 2.2.4. Thus its statement
is equivalent to the axiom of choice. However, we do not need the axiom
of choice to prove Theorem 2.3.2 if either 7" is finite or [[,o.p Fy = Y.
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EXERCISES

1 Prove that for every indexed families {F;}ier and {Gi}ier
nteT(Ft NGy) = nteT En ﬂte:r Gt

Uier(Ft U Gt) = Uer F1 U U, er G,

Mier Fr UNyer Ge = ﬂ&teT(Fs UG:) C(er(Fr UG), and
Urer Fr NUier Gt = U, ter(Fs N Gt) D U, (F: N Gy).

Give examples showing that the inclusions cannot be replaced by equalities.

(a)
(b)
(¢)
(d)

2 Show that for every indexed family {F}}:cr and every set A

(@)  A\Mher Fi = Urer(A\ Fr) and A\ U,er Fi = Nier(A\ F1),
(b) Mer(AUF) = AUNeqp Fr and e (AN Fy) = AN Uyer Fr
3 Prove that for every indexed families {F;}icr and {G;}er

(@) (Uier Fr) x (User Gr) = Usrer(Fs x Gy),

(b)  (Mier £1) X (Nier Gt) = Ny per(Fs x G).

4 Show that (J,cq(Nier Fst C (Nier Useg Fst for every doubly indexed
family {Fy: s € S, t € T}.

5 Prove Theorem 2.3.1(a), (b), and (c). Show, by giving examples, that
the inclusions in parts (b) and (c) cannot be replaced by equality.

6 Prove Theorem 2.3.1(d), (e), and (f).
7 Forr,s € Rlet A, = [r,r+1] and B, = [r, s). Calculate Usgo ﬂrzs A,
ﬂsgo UrZs Ay, Urgo Ns>r Brs, and ﬂrgo Ussr Brs-
2.4 Partial- and linear-order relations
A binary relation R on X is antisymmetric if
zRy & yRx — x =1y
for every z,y € X.

A relation R on X is a (partial-)order relation if it is reflexive, transitive,
and antisymmetric. Order relations are usually denoted by the symbols <,
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=, or <. If <is a partial-order relation then the ordered pair (X, <) is
called a partially ordered set (abbreviated also as poset).

Examples 1. The relations < and > on R are order relations.
2. For any set X the relation C is an order relation on P(X).
3. The relation | on the set {2,3,4,...} defined by

n|m if and only if n divides m

is an order relation.

An element m € X of an ordered set (X, <) is minimal if for every
x € X the condition z < m implies x = m. Similarly, an element M € X
is maximal if for every x € X the condition x > M implies = M.

An element m € X is the smallest element (least element or first ele-
ment) in X if m < x for every x € X, and M € X is the greatest element
(largest element or last element) in X if x < M for every z € X.

Theorem 2.4.1 Let (X, <) be a partially ordered set.
(a) X can have at most one greatest and one smallest element.

(b)  The smallest element of X, if it exists, is the only minimal element
of X.

(¢c)  The greatest element of X, if it exists, is the only maximal element
of X.

Proof (a) If a and b are the smallest elements of X then a < b and b < a.
Hence a = b. The argument for the greatest element is the same.

(b) If a is the smallest element of X then it is minimal, since the condi-
tion x < a combined with a < z, which is true for every z, implies z = a.
Moreover, if m is minimal, then a < m, since a is the smallest element,
and, by minimality of m, m = a.

(¢) The argument is the same as in (b). O

Examples 1. (R, <) has neither minimal nor maximal elements.

2. ([0,1], <) has 0 as the least element and 1 as the last element.

3. 0 is the smallest element of (P(X),C). X is the greatest element of
(P(X),C).

4. Let ({2,3,4,...},]) be defined as before. It does not have any maximal
element. A number m is minimal in this order if and only if m is a prime
number. (Thus ({2,3,4,...},|) has infinitely many minimal elements!)
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A relation R on X is connected if
xRy V yRz

for every x,y € X. An order relation < is called a linear-order relation if
it is connected. In this case we also say that (X, <) (or just X) is linearly
ordered.

Examples 1. (R, <) is linearly ordered.

2. (P(X), C) is linearly ordered if and only if X has at most one element.
3. ({2,3,4,...},]) is not linearly ordered, since neither 2|3 nor 3|2.

4. The relation < on N is a linear-order relation.

Theorem 2.4.2 If (X, <) is linearly ordered then every minimal element
i X is the smallest element and every maximal element in X is the greatest
element. In particular, linearly ordered sets can have at most one maximal
element and at most one minimal element.

The proof is left as an exercise.

Notice that if < is an order relation on a set X and Y C X then the
relation < N(Y x Y) is an order relation on Y. It is called the restriction
of < to Y. We often write (Y, <) in place of (Y, <N xY)).

Notice also that a subset of a partially ordered set is partially ordered
and a subset of a linearly ordered set is linearly ordered.

In general, for any partial order denoted by < we will write > for (<)
and define relations < and > by

-1

r<ysr<y&z#y

and
r>yesrz>y&r#y.

EXERCISES

1 Prove that the restriction < N(Y x Y) of an order relation < on X is
an order relation, provided Y € X. Show that (Y, <) is linearly ordered
if (X, <) is linearly ordered. Give an example such that (Y, <) is linearly
ordered, while (X, <) is not.

2 Find all minimal, maximal, greatest, and smallest elements of (F, C),
where F = {X C N: X is finite}.

3 Prove Theorem 2.4.2.
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4 A binary relation R C X x X is said to be a preorder relation if it is
transitive and reflexive.
Let <=C X x X be a preorder relation.

(a) Show that the relation ~ on X defined by
r~ysry&ysr

is an equivalence relation on X.

(b) Define the relation < on the family X/ ~ of all equivalence classes for
[z] < [y] & = =y

Show that the relation < is well defined and that it is a partial-order
relation.



Chapter 3

Natural numbers,
integers, and real numbers

From the results of Section 1.2 it is clear that sets such as (, {0}, {0, {0}},
{{0}}, and so forth exist. Using the axiom of infinity we can also conclude
that we can build similar infinite sets. But how do we construct complicated
sets, such as the sets of natural and real numbers, if the only tools we have
to build them are the empty set () and “braces” {-}?7 We will solve this
problem by identifying the aforementioned objects with some specific sets.

Briefly, we will identify the number 0 with the empty set (J, and the
other natural numbers will be constructed by induction, identifying n with
{0,...,n — 1}. The existence of the set N of all natural numbers is guar-
anteed by the infinity axiom. The real numbers from the interval [0, 1] will
be identified with the set of functions {0, 1}, where an infinite sequence
a: N — {0, 1} is identified with the binary expansion of a number, that is,
with 3, cya(n)/2" 1. The details of these constructions are described in
the rest of this chapter.

3.1 Natural numbers

In this section we will find a set that represents the set N of natural numbers
in our set-theoretic universe. For this, we need to find for each natural
number n a set that represents it. Moreover, we will have to show that the
class of all such defined natural numbers forms a set.

When picking the natural numbers, we will have to pick also the order-
ing relation < between them. Essentially, the only relation that we have
available for this purpose is the relation €. Thus, we will choose the natural
numbers to satisfy the following principle:

25
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m < n if and only if m € n.

Also, since natural numbers are going to be distinguished by the relation €
of being an element, it seems to be natural to have the following intuitive
principle:

Each natural number n should have n elements.

These two principles give us no choice about our definition.

By the second principle we have 0 = ().

Now suppose that we have already defined n and want to define n + 1.
Since n < n+ 1 we have n € n+ 1. Also, for every m € n we have m < n,
som <n+1and m e n+1. Inparticular, n Cn+1and nU{n} C n+1.
But n has n elements, so n U {n} has n + 1 elements, since n ¢ n, as
n £ n. Therefore nU{n} C n+1 and both sets have n+1 elements. Thus,
n+1=nU{n}.

By the foregoing discussion we see that 0 = 0, 1 = {0} = {0}, 2 =
{0,1} = {0,{0}}, 3={0,1,2} = {0,{0},{0,{0}}}, and so forth.

Now, showing that the class of all such numbers forms a set is another
problem. We will use for this the axiom of infinity. We will also make
sure that the following three principles are satisfied, where S(n) = n + 1
is known as a successor of n and P stands for some property of natural
numbers.

P1 0# S(n) for every n € N.
P2 If S(n) = S(m) then n = m for every n,m € N.

P3 If 0 has property P and for every n € N
S(n) has property P provided n has property P

then n has property P for every n € N.

Principles P1-P3, known as the Peano axioms of arithmetic, are the
most commonly accepted axioms for the natural numbers. Axiom P3 is
the principle of mathematical induction.

Notice that the definition of the successor operator S(z) = zU{z} from
the axiom of infinity coincides with the definition given in this section, since
S(n)=n+1=nU{n}.

Now we are ready to construct the set N.
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Theorem 3.1.1 There exists exactly one set N such that
(1) 0eN,

(2) zeN— S(z) €N for every x, and

(3) if K is any set that satisfies (1) and (2) then N C K.

Proof By the axiom of infinity there exists at least one set X satisfying
(1) and (2). Let

F={Y eP(X):0eY &Vz eV (Sx)eY)}

and put N = (| F. It is easy to see that the intersection of any nonempty
family of sets satisfying (1) and (2) still satisfies (1) and (2). To see that
(3) holds let K satisfy (1) and (2). Then XN K € F and N = F C
X NK C K. Theorem 3.1.1 is proved. O

The set N from Theorem 3.1.1 will be called the set of natural numbers.
Natural numbers will usually be denoted by the letters m,n,p,.... The
operation S(n) is the counterpart to (n+1). Thus for a natural number n
we will henceforth write n + 1 instead of S(n).

The set of natural numbers will also be denoted by the symbol w.

Notice that condition (3) of Theorem 3.1.1 can be rephrased as follows:

0eK &Vr (re K — S(z) € K)] implies NC K. (3.1)
If we additionally know that K C N then (3.1) can be expressed as
e K &Vn(ne K —n+1¢€K)| implies N= K. (3.2)

Property (3.2) is called the induction property of the set of natural numbers
and the proofs that use it are cited as proofs by induction.

It is easy to see that the induction property (3.2) implies axiom P3 if
we put K = {n € N: n has property P}. Axiom P2 follows from The-
orem 3.1.2(f). To see that N satisfies P1 just notice that 0 = ) and
S(n) =nU{n} is clearly nonempty.

Essentially all the known properties of the natural numbers can be
deduced from these definitions and the ZFC axioms.! However, we will
restrict ourselves only to those properties that are more connected with
our representation of the natural numbers and to those that will be of
more use in what follows.

LIn fact, the Peano axioms are strictly weaker than the ZFC axioms. More precisely,
everything that can be proved in the Peano arithmetic can be proved in ZFC. However,
there are properties of natural numbers that can be deduced from the ZFC axioms but
cannot be proved on the basis of the Peano axioms alone.
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Theorem 3.1.2 For every natural numbers m, n, and p
(a) mCm+1andmem+1;

if x € m then x € N;

ifmen thenm+1Cn;

if m€n andn € p then m € p;

ifn+1=m+1 thenn=m;

m Cn if and only if m =n or m € n;

)

)

)
() mgm;
(f)

)

)

mCnorncCm.

Proof (a) This follows immediately from the definition m+1 = mU{m}.
(b) The proof follows by induction. Let

K={neN:Vz(zen—xeN)}L

Notice that 0 = () € K, since there is no x € 0. Now let n € K and
x €n+1. Since n+ 1 =nU{n} we have two cases: If © € n then z € N,
since n € K; if € {n} then x = n and also x € N. Thus n € K implies
n+ 1 € K. Hence, by (3.2), K =N and (b) is proved.

(¢) The proof is left as an exercise.

(d) Since m € n and, by (a), n C n+ 1 we have m € n+ 1. But, by (c),
n € p implies n 4+ 1 C p. Som € p.

(e) This can be easily proved by induction. It is left as an exercise.

(f) This is left as an exercise.

(g) «: If m = n then m C n. If m € n then, by (a) and (c), m C
m-+1Cn.

= Fix m € N and consider the set

K={neN:mCn—-[men V m=n]}.

It is enough to show that K = N.

First notice that 0 € K since m C 0 = () implies m = () = 0.

Now assume that n € K. By induction it is enough to show that
n+1€ K. So assume that m C n+1=nU{n}. If m ¢ n then n € m
and, by (¢), n+1Cm Cn+1, that is, m = n+ 1. If m C n then, since
n € K, either m € n or m = n. But in both cases m € nU {n} =n+1; so
n+1ekK.

(h) Define the set

K={meN:YVneNn¢gm—mdCn)}
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First we will show that K = N.

First notice that 0 € K, since 0 = () C n for every n.

Now assume that m € K. We will show that this implies m + 1 € K.
So let n € N be such that n € m+1=mU{m}. Then n # m and n & m.
But m € K and n ¢ m imply that m C n. This last condition and n # m
imply in turn, by (g), that m € n and, by (c), m+1 C n. Thus we conclude
that n € K implies n + 1 € K and, by induction, that K = N.

Now, to finish the proof, let n,m € N. If n C m then the conclusion is
correct. So assume that n ¢ m. Then, by (g), n € m. Since m € N=K
we conclude m C n. (|

From Theorem 3.1.2 it follows immediately that every natural number
n={0,1,2,... ,n — 1}. However, we cannot express it in the formal lan-
guage of set theory, since the symbol “...” does not belong to its language.
We can only express it using infinitely many sentences, one for each natural
number. On the other hand, this informal expression is more intuitive for
most mathematicians than the formal definition. We will often use it to
describe the set of natural numbers less than a fixed number. In particular,
we will very often write 2 instead of {0,1}.

Let us also define for natural numbers m and n

m <n if and only if m € n
and
m <n if and only if m C n.

It is not difficult to see that these definitions imply the properties of < and
< that we usually associate with them.

We will finish this section by defining on the set N the arithmetic opera-
tions of sum, product, and exponentiation. The definitions are by induction
and go as follows:

n+0=mn; n+(m+1)=(n+m)+1, where k + 1 stands for S(k).

n0=0; n(m+1)=(nm)+n.

n®=1; nm™tt =nmn,

It can be proved, by induction, that these operations satisfy all known
properties of the standard operations.

EXERCISES

1 Prove that if F is a nonempty family such that every F' € F satisfies (1)
and (2) from Theorem 3.1.1 then [ F also satisfies these conditions.

2 Prove by induction Theorem 3.1.2(c), (e), and (f).
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3.2 Integers and rational numbers

Intuitively, we will define integers as differences n — m of two natural num-
bers. The formalization of this intuition has, however, two problems. First,
we do not have an operation — defined as of yet. Thus we will talk about or-
dered pairs (n, m) of natural numbers, thinking of them as n—m. However,
representing the number n —m as (n,m) is not unique: 1 =2—-1=3-2.
So, instead, we will use equivalence classes of pairs of natural numbers,
where the equivalence relation £ on N x N is defined by the formula:

(n,mYE(n',;m'y & n+m'=n"+m. (3.3)

Now the set of integers Z is defined as the quotient class (N x N)/FE
We define a relation < on Z by

[(n,m)] < [(n',m)] & n+m <n +m. (3.4)

The arithmetic operations on Z are defined as follows:

[(n, m)] + [(n',m")] = [(n +n',m +m')].
[(n, m)] = [(n',m")] = [(n,m)] + [(m', n")].
[(n,m)] [(n',m")] = [(nn" + mm',nm’ +mn’)].

We will leave as an exercise the proof that F is an equivalence relation,
that the preceding operations are well defined (i.e., they do not depend on
the choice of representatives of equivalence classes), and that they have the
properties we know from algebra.

Following the same path, we define the set Q of rational numbers as
ordered pairs (a,b) of integers representing of a/b. More precisely, we
define an equivalence relation £’ on Z x Z by

(a,B)E"(d', V) & [abl/ =d'b& b#0#£V] or b=V =0].
Then
Q= {[{ah)]: a,b€Z & b#0},
where [(a, b)] is an equivalence class with respect to E’. We define a relation
< and arithmetic operations on Z as follows:
[{a,b)] + [<a/7 b/>] = [{a b +a'b, bb/>]§

[{a, )] [{a’,b)] = [{aa’,bY)];
[{a,b)] < [(, V)] b>0& YV >0&al’ <d'b.
As before, we will leave as an exercise the proof that E’ is an equivalence

relation, that the preceding definitions are well defined, and that they have
the desired properties.
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EXERCISES
1 Prove that the relation E defined by (3.3) is an equivalence relation.

2 Show that < on Z defined by (3.4) is well defined and is a linear-order
relation.

3.3 Real numbers

In the previous section we constructed integers from the natural numbers
and rational numbers from the integers. Both constructions were primarily
algebraic. This was possible since the rational numbers are the algebraic
completion of the set of natural numbers. The same approach, however,
cannot be used in a construction of the real numbers, since there are real
numbers of no simple algebraic relation to rational numbers.

The crucial geometric property that is often used to described real num-
bers is that the real line “does not have holes.” This intuition was used by
Dedekind to define the set R of real numbers as follows.

A subset A of Q is said to be a Dedekind cut if A does not contain a
largest element and is a proper initial segment of Q, that is, ) # A # Q
and A contains every p < ¢ provided ¢ € A. Now, R can be defined as
the set of all Dedekind cuts, intuitively identifying A with a real number
sup A. Then for Dedekind cuts A and B we can define

A+B={p+q:pe A& qe B}

and
A<B& ACB.

Similarly, we can define the product A B of two numbers (though the def-
inition must be done more carefully, since the product of two negative
numbers is positive).

Another approach for the definition of real numbers is to use their
numerical expansions. This approach is a little more messy, but it better
fits the methods of this course. So we will include it here too.

The construction of real numbers that follows will be done in two steps.
First, consider the set 2 of all sequences s: N — {0,1}. It is usually
called the Cantor set. (The classical Cantor “ternary” set can be obtained
from this set by identifying a sequence a € 2V with Y neN 2a, /3" 1. See
Section 6.2 for more details.) We would like to identify a sequence a € 2%
with the real number Y a,/2"*!. However, this identification function
is not one-to-one. To correct it, we will define [0,1] as the quotient class
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2N /E, where aEb if and only if a = b or there exists an n € N such that
for every k € N

[k <n—ar =bil& [a, =1 & b, =0 & [k > n—(ar =0& b, =1)]. (3.5)

We will leave as an exercise the proof that FE is indeed an equivalence
relation.
The linear-order relation < on [0, 1] can be defined by

[a] <[b] © [a] =[] V IneNa, <b, & Vk €n (ar =by)]. (3.6)

Again, we will not prove the correctness of this definition.
Numbers 0 and 1 in [0, 1] are defined as equivalence classes of functions
constantly equal to 0 and 1, respectively. Then we define

[0,1) = [0, 1]\ {1}, (0,1] =1[0,1]\ {0}, (0,1) =[0,1]\{0,1}.

The set R of real numbers is defined as Z x [0, 1), where intuitively we
identify a pair (k,r) with k + r. In particular, we can define < on R by

(k,r)y <({l,s) @ k<l VvV (k=1&r <s). (3.7

In the remainder of this section we will recall some geometric and topo-
logical properties of the n-dimensional Euclidean space R" (n € N). In
particular, the distance between two points p = (p1,...,p,) and ¢ =
(q1,... ,qn) of R™ is given by the formula

d(p,q) =

The open ball in R™ centered at p € R™ and with radius € > 0 is defined as

B(p,e) ={q € R": d(p,q) < ¢}

A subset U of R™ is open if U is a union of some family of open balls in
R™. The family 7 of all open subsets of R™ is called the (natural) topology
on R™ and is closed under finite intersections and arbitrary unions.

A set F' C R™ is closed if its complement R™ \ F' is open. Notice that
finite unions of closed sets and arbitrary intersections of closed sets are also
closed.

For a subset S of R™ its interior int(S) is defined as the largest open
subset of S, that is,

int(S) = | {U CR™: U is open in R"}.



3.8 Real numbers 33

The closure of S is the smallest closed set containing S, that is,
cl(S) = ﬂ{F D S: F isclosed in R"}.

A subset D of R™ is dense in R™ if cl(D) = R™ or, equivalently, when
DNU # ) for every nonempty open set U C R™. In particular, Q™ is a
dense subset of R™. A subset N of R" is nowhere dense if int(cl(N)) = 0.

Now let us recall a few more specific properties of R™. A function
f:R® — R™ is continuous if f~1(U) = {z € R": f(x) € U} is open in
R™ for every open set U C R™. It is easy to see that for every dense
subset D of R™ and continuous functions f: R® — R™ and g: R” — R™ if
f(d) = g(d) for every d € D then f = g.

A subset B of R™ is bounded if B C B(p,e) for some p € R™ and
€ > 0. Closed, bounded subsets of R™ are called compact. One of the most
important properties of compact subsets of R™ is given in the next theorem.

Theorem 3.3.1 If Ko D K1 D Ko D -+ is a decreasing sequence of com-
pact nonempty subsets of R™ then their intersection ﬂ;’io K; is nonempty.

A subset C' of R™ is connected if there do not exist two disjoint open
sets U,V C R™ such that UNC £ 0, VNC # 0, and C C UU V. Recall
that any interval in R as well as any R™ are connected.

A sequence {py}2, of points in R™ is a Cauchy sequence if for every
€ > 0 there is a number N such that d(p;,p;) < € for every i,j > N. Every
Cauchy sequence in R™ has a limit point. This fact serves as a basis for
the proof of the Baire category theorem, which follows.

Theorem 3.3.2 (Baire category theorem) If No, N1, Na, ... is a sequence
of nowhere-dense subsets of R™ then its union | J;o, N; has an empty inte-
TioT.

EXERCISES

1 Define the product of two real numbers using Dedekind’s definition of
R. Show that your product has the distributive property, that is, that
a(b+ ¢) = ab + ac for every a, b, c € R.

2 Prove that the relation E defined by (3.5) is an equivalence relation.

3 Show that < on [0, 1] defined by (3.6) is well defined and is a linear-order
relation.

4 Prove that < on R defined by (3.7) is a linear-order relation.
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Chapter 4

Well orderings and
transfinite induction

4.1 Well-ordered sets and the axiom of foun-
dation

A binary relation R on a set X is said to be well founded if every nonempty
subset Y of X has an R-minimal element, that is, if

VWCX[Y#D—TImeY -FyeY (yRm)].

Examples 1. For every finite linearly ordered set (X, <) the relation < is
well founded.

2. The relation < on the set N of all natural numbers is well founded. This
is known as the well-ordering principle for the natural numbers. It can be
easily deduced from the principle of mathematical induction P3. (See also
(3.2).) Tt is also a special case of the next example.

3. The relation € is well founded on every nonempty set X. This, however,
does not follow from the axioms we have studied so far. For this we need
the following axiom known as the aziom of foundation or reqularity. This
is the last of the axioms of ZFC.

Foundation axiom (Skolem 1922; von Neumann 1925) Every nonempty
set has an €-minimal element:

Ve [Fyly € x)—Fyly €z & -Fz(z €2 & z € y)]].

This axiom is not essential for this course. However, it is good to know
some of its basic consequences.

37
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Theorem 4.1.1 x & = for every .

Proof To obtain a contradiction assume that there exists a t such that
t €t. Put x = {t}. We will see that the axiom of foundation fails for z.
Evidently, there exists a y € x, since t € x. Moreover, if y € x then
y = t. But then, there exists a z, z = t, such that z = t € x and
z =1 €t =y, contradicting the axiom of foundation. O

Theorem 4.1.2 There is no infinite €-decreasing sequence, that is, there
is no sequence (T, n € N) such that 41 € x,, for alln € N.

Proof Otherwise the set {z,: n € N} would have no €-minimal element.
O

A binary relation < on X is a well-ordering relation if (X, <) is linearly
ordered and the relation < is well founded. In other words, a linearly
ordered set (X, <) is well ordered if every nonempty subset A of X has a
smallest element a € A, usually denoted by min A.

It is pretty easy to see that a linearly ordered set (X, <) is well ordered
if and only if it does not contain an infinite strictly decreasing sequence,
that is, a sequence (x, € X:n € N) such that z,+1 < =z, for every
n € N. However, a formal proof of this fact requires a recursive definition
technique, which is still not available to us. Thus its proof will be postponed
until Section 4.3 (see Theorem 4.3.2).

Notice also that a subset of a well-ordered set is well ordered.

Examples 1. Every finite linearly ordered set is well ordered.

2. The set N of all natural numbers is well ordered by the usual order <.
3. Theset S={1—-1/n:neN, n>0}U{1}is a well-ordered subset of
(R, <) since Sy = {1 —1/n:n € N, n > 0} is ordered the same way as N
and 1 is greater than any number from Sp.

4. The interval [0,1] with the usual order is linearly ordered and has the
smallest element. However, it is not well ordered, since its subset (0,1)
does not have a smallest element (0 is not an element of (0, 1)).

5. Any family of sets linearly ordered by the relation

rey < x ey Vr=y
is well ordered by . This follows from the axiom of foundation.

The partially ordered sets (X, <) and (Y, <) are (order) isomorphic (or
have the same order type) if there is a bijection f: X — Y such that

a <b if and only if f(a) =< f(b)
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for every a,b € X. The function f is called an order isomorphism (or just
isomorphism) between X and Y.

The next two propositions list some basic properties of order isomor-
phisms. Their proofs are left as exercises.

Proposition 4.1.3 Let (X, <), (Y, <), and (Z,<) be partially ordered
sets.

(1) If f: X — Y is an order isomorphism between X and Y then the
inverse function f~':Y — X is an order isomorphism between Y
and X.

(2) If f: X =Y is an order isomorphism between X andY and g: Y —
Z is an order isomorphism between Y and Z then go f: X — Z is
an order isomorphism between X and Z.

Proposition 4.1.4 Let f: X — Y be an order isomorphism between par-
tially ordered sets (X, <) and (Y, =). Then

(1) X is linearly ordered (well ordered) if and only if Y is linearly ordered
(well ordered);

(2) x € X is the smallest (the greatest, a minimal, a maximal) element
of X if and only if f(x) is the smallest (the greatest, a minimal, a
maximal) element of Y.

Examples 1. The intervals [0,1] and (0, 1) are not order isomorphic since
[0, 1] has a smallest element and (0, 1) does not have one. The set (P(R), C)
is isomorphic to neither of these sets, since it is not linearly ordered.

2. The sets N of natural numbers and P of even natural numbers have the
same order type. The isomorphism is established by the function f(n) =
2n. The order type of this set is denoted by w and represents an infinite
strictly increasing sequence. (In Section 4.2 we will make the notion of
“order type” of well-ordered sets more formal.)

3. The order type of the set S ={1—1/n: n €N, n >0} U{1} is denoted
by w+ 1 and it is not the same as w, since S has a greatest element and N
does not.

4. The set {—n: n € N} ordered by < is isomorphic to (N, (<)~!) = (N, >)
by the isomorphism f(n) = —n. The order type of this set is denoted by
w*. The sets with order type w* are infinite strictly decreasing sequences.

A subset S of a partially ordered set (X, <) is an initial segment of X
if for every x,y € X
r<y&yeS=zecbs
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An initial segment S of X is proper if S # X. It is easy to see that if
f: X — Y is an order isomorphism between (X, <) and (Y, <) then S C X
is a (proper) initial segment of X if and only if f[S] is a (proper) initial
segment of Y.

Note that for every element xg of a partially ordered set (X, <) the set

O(zg) ={r e X:z <z}

is a proper initial segment of X. However, not every proper initial segment
of a partially (even linearly) ordered set is of the form O(x(), as is shown
by the subset (—o0,0] = {z € R: 2 < 0} of R. On the other hand, such an
example cannot be found in a well-ordered set, as is asserted by the next
theorem.

Theorem 4.1.5 FEvery proper initial segment S of a well-ordered set W is
of the form O(§) for some & € W.

Proof Since S is a proper subset of W the set W \ S is nonempty. Let
& =min (W \ S). Then S = O(¢). O

Theorem 4.1.6 (Principle of transfinite induction) If a set A is well-
ordered, B C A, and for every x € A the set B satisfies the condition

O(zx) Cc B=x€B, (4.1)

then B = A.

Proof It is enough to show that A\ B = ). To arrive at a contradiction
assume that A\ B # () and let = min (A \ B). Then, by minimality of =,
O(zx) C B. Hence, by (4.1), x € B. This contradicts x € A\ B. O

If we apply Theorem 4.1.6 to A = N then we obtain the following version
of the induction schema for the set of natural numbers.

Corollary 4.1.7 If B C N and for every n € N the set B satisfies the
condition

nCB=mneBkB, (4.2)
then B = N.
The statement of Corollary 4.1.7 also follows immediately from the in-

duction property (3.2). The converse implication is also easy to prove and
can be concluded directly, without the use of Theorem 4.1.6.
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Proofs using Theorem 4.1.6 are called proofs by transfinite induction.
Such proofs are the basic techniques of set theory and will be used as a main
tool in this course. The proof of the next theorem is a classic example of
the use of this technique. To formulate it we need the following definition.

Let (A, <) and (B, <) be partially ordered sets. A function f: A — B
is an increasing function if x < y implies f(z) < f(y) for every z,y € A;
f is strictly increasing if < y implies f(z) < f(y). Similarly we define
decreasing and strictly decreasing functions.

Notice that if f: A — B is strictly increasing then it establishes an
order isomorphism between A and f[A].

Theorem 4.1.8 If f: A — A is a strictly increasing function defined on
a well-ordered set A then x < f(z) for all x € A.

Proof Let B={z € A: z < f(x)}. We will show that B=A. Let x € A
be such that O(z) C B. By Theorem 4.1.6 it is enough to show that x € B.
So take y € O(z). Then y < f(y). Moreover, f(y) < f(x), since y < x.
Hence y < f(z) for every y € O(x). In particular, f(z) € A\ O(z). Since
x is the first element of A\ O(x) we conclude that x < f(z). Thus z € B.
0

Corollary 4.1.9 If well-ordered sets A and B are isomorphic, then the
isomorphism f: A — B is unique.

Proof Let g: A — B be another order isomorphism. We will show that
f=g. Solet 2 € A. The function g~ 'o f: A — A is also an isomorphism.
Using Theorem 4.1.8 applied to g~ o f we conclude that x < g~!(f(z))
and, applying function g to both sides, g(z) < f(z). Similarly we argue for
f(z) < g(z). Thus f(x) = g(x). Since x was arbitrary, f = g. O

Corollary 4.1.10 No well-ordered set is isomorphic to any of its proper
miatial segments.

Proof If a well-ordered set A were isomorphic to an initial segment O(x)
for x € A, and f: A — O(x) were an isomorphism establishing this fact,
then we would have f(z) € O(x), that is, f(x) < =, contradicting Theo-
rem 4.1.8. (]

Corollary 4.1.11 No two distinct initial segments of a well-ordered set
are isomorphic.
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Theorem 4.1.12 If A and B are well-ordered sets then either
(i) A and B are isomorphic,
(ii) A is isomorphic to a proper initial segment of B, or
(iil) B is isomorphic to a proper initial segment of A.
Proof Let
Z ={x € A: Jy, € B (O(x) and O(y,) are order isomorphic)}.

Notice that if x € Z then, by Corollary 4.1.11, y, from the definition of
the set Z is unique. Define f: Z — B by putting f(x) = y., that is,

f={(z,y) € Ax B: O(z) and O(y) are order isomorphic}.

First we will show that Z is an initial segment of A. To see it, let
r < z and z € Z. We have to show that x € Z. Since z € Z, there is an
isomorphism h between O(z) and O(f(z)). The restriction of h to O(x)
gives an isomorphism, whose range must be a proper initial segment S of
O(f(#)), and, by Theorem 4.1.5, S = O(y) for some y € O(f(z)). Thus
x € Z and we conclude that Z is an initial segment of A.

This argument shows also that f is strictly increasing, since x < z and
z € Z imply that O(z) is isomorphic to O(y) for some y € O(f(z)), that
is, f(z) =y < f(2).

Similarly as for Z we can also prove that f[Z] is an initial segment of B.
(Just note that f[Z] = {y € B: 3z € A (O(y) and O(z) are isomorphic)}.)
So f: Z — f[Z] is an order isomorphism.

If Z = A then f establishes an isomorphism between A and either B or
a proper initial segment of B. Similarly, if f[Z] = B then f~! shows that
B is isomorphic to either A or a proper initial segment of A. Thus, it is
enough to prove that either Z = A or f[Z] = B.

To obtain a contradiction assume that Z # A and f[Z] # B. Then Z
is a proper initial segment of A and f[Z] is a proper initial segment of B.
Hence, by Theorem 4.1.5, Z = O(z) for some z € A and f[Z] = O(y) for
some y € B. But then, f is an isomorphism between Z = O(z) and O(y),
contradicting the fact that « ¢ Z. O

We will finish this section with the following construction of an ordering
relation on a product space.

Theorem 4.1.13 Let {F;}ier be an indexzed family of nonempty linearly
ordered sets (Fy, <) and let T be well ordered by <. If < is a binary relation
on the Cartesian product P =[], F; defined by the formula

f29e f=9V 3s(s=min{t €T: f(t) # g(O)} & f(s) <s 9(5))
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for every f,g € P, then < is a linear order on P.
Moreover, if T is finite then P is well ordered by = if and only if all
sets Fy are well ordered.

The proof is left as an exercise.
The relation =< defined in Theorem 4.1.13 is called the lezicographic
order of [[,cp Ft and is sometimes denoted by <jex.

EXERCISES
1 Prove Proposition 4.1.3.
2 Prove Proposition 4.1.4.

3 Let f: X — Y be an isomorphism between partially ordered sets (X, <)
and (Y, <). Show that S C X is a (proper) initial segment of X if and only
if f[S] is a (proper) initial segment of Y.

4 Complete the proof of Theorem 4.1.5 by showing that S = O(¢).
5 Prove Theorem 4.1.13.

6 Show that in the additional part of Theorem 4.1.13 the assumption that
T is finite is essential by giving an example of well-ordered sets 1" and F'
for which the lexicographic order on F7 is not a well-ordering relation.

7 Let (K, <) and (X, <) be nonempty linearly ordered sets such that X has
a fixed element 0 € X. For f: K — X let supp(f) = {k € K: f(k) # 0}
and put

F(K,X)={f € XX: supp(f) is finite}.

Define a binary relation < on F(K, X) by putting

f=2g e f=gor f(m)<g(m), where m =max{k € K: f(k) # g(k)},

for every f,g € F(K,X). Prove that

(a) the relation < is a linear-order relation on F (K, X);

(b) if X has at least two elements and 0 is the minimal element of X
then (F(K, X), =) is well ordered if and only if (X, <) and (K, <)
are well ordered.

The relation = is usually called an antilexicographic-order relation.
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4.2 Ordinal numbers

In the previous section we were informally talking about the “order type”
of a given partially ordered set (X, <). The natural way of thinking about
such an object is to consider it as a representative from the equivalence
class [X]< of all ordered sets order isomorphic to (X, <). This equivalence
class, however, is not a set! (The argument is similar to that for the class
of all sets.) Moreover, if we want to talk about all order types, we find also
that there are too many of them; that is, even if we discover a good way of
choosing a representative from each equivalence class [X]<, the class of all
such representatives will not be a set.

One way to avoid this problem is to consider the sentences “(Y, <) has
the order type 7 of (X, <)” and “(Y,<) and (X, <) have the same order
type” just as abbreviations for the well-defined sentence “(Y, <) and (X, <)
are order isomorphic.” That is the way we will think about the order types
of arbitrary partially ordered sets. For the well-ordered sets, however,
we can indeed follow the path of our intuition described in the previous
paragraph. This section is dedicated to fulfilling this goal by constructing
the canonical order types of well-ordered sets, called ordinal numbers. The
construction is due to von Neumann (1929).

The class of all ordinal numbers is still too big to be a set. Thus, instead
of constructing it as a set, we will define a formula ¢(«) that will represent
an intuitive sentence “a is an ordinal number.” The definition is as follows.

A set « is said to be an ordinal number (or just an ordinal) if it has
the following properties:

(A,) IfBe€athen fCa

(Ba) IfB,y€athen =7, BEy, oryEf;
(Co) If 0 # B C « then there exists a v € B such that vy N B = .

It follows from Theorem 3.1.2 that if o stands for either any natural
number or the set N of natural numbers then « satisfies conditions (A,)
and (B,). Also, the well-ordering principle for the natural numbers implies
condition (C,) in this case. So every natural number is an ordinal number
and so is N. It is also easy to see that the set N U {N} is an ordinal
number. The sets N and NU{N}, when considered as ordinal numbers, are
traditionally denoted as w and w + 1, respectively.

We will start with the following basic property.

Theorem 4.2.1 If o is an ordinal number and n € « then n is also an
ordinal number.

Proof Assume that a satisfies (A,)—(C,) and let € a. We have to show
that 7 satisfies (A,)—(C,).
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First notice that (A,) implies n C a. To see (C,;) let ) # B C . Then
0 # B C a and (C,) follows from (C,). To see (B,) take 3,y € n. Then
8,7 € a and (B, follows from (B,).

Finally, to see (A,) let 5 € . We have to show that § C 7. So choose
& € . The proof will be finished when we show that £ € . But 8 € n C a.
So, by (Ay), B C a and £ € a, since £ € 3. We have proved that £, € a.
Now, using (B,,), we conclude that £ €, £ =1, or n € . If £ € n then we
are done. We will prove that the other two cases are impossible.

To obtain a contradiction, assume first that nn € £&. Then, in particular,
neéepBen Put B={B,n} Then @ # B C a. But then (C,) fails
for this B, sincen € ENB, £ € FN B, and B € nN B, that is, the sets £N B,
6N B, and n N B are nonempty.

So assume £ = 1. Then n =& € § € . Choosing B = {8,n} gives a
contradiction similar to that in the previous case. O

Now notice that for an ordinal number « and for arbitrary 3,y € «
vyC B ifandonlyif y=06 VvV y€pS. (4.3)

The implication < follows immediately from (Ag), which holds by The-
orem 4.2.1. To see the other implication let v C (. Since 3, € a, condition
(By) implies that v = 3, v € 8, or B € ~. If either of the first two condi-
tions holds, we are done. But if 8 € 7 then, by (A,), 8 C v, and combining
this with v C 8 we obtain v = .

Theorem 4.2.2 If a is an ordinal number then the relation C is a well-
ordering relation on a.

Proof Inclusion C is clearly a partial-order relation on any family of sets,
so it is on a. It is a linear order on « by (B,) and (4.3).

To see that « is well ordered by C, let ) # B C « and let v € B be
as in (C,), that is, such that v N B = (). We will show that v is minimal
with respect to C. So choose arbitrary 5 € B. Then, by (B,) and (4.3),
either v C B or B € v. But 8 € ~ implies v N B # @, which is impossible.
Thus v C . Since 8 was an arbitrary element of B we conclude that ~ is
a minimal element in B. (]

It is customary that the relation C on an ordinal number is denoted
by <. It is also easy to see that, according to our general agreement, the
relation < on an ordinal number is identical to €.

Notice also that by Theorem 4.1.5 every proper initial segment of an
ordinal number « is of the form O(8) for some 8 € a and that O(8) = 5.
Thus every initial segment of an ordinal number is an ordinal number.

The basic properties of ordinal numbers are as follows.
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Theorem 4.2.3 For every ordinal numbers o and 3
(i) if a and B are order isomorphic then o = [3;
(i) a=6,a<p, orfB<aq;

(iil) if F is a nonempty family of ordinal numbers then | JF is also an
ordinal number.

Proof (i) Let f: @ — [ be an order isomorphism and let

Z={yea: f(v) =1}

We will show, by transfinite induction, that Z = «. This will finish the
proof, since Z = « implies that f is the identity function on «, and thus
a = fla] = B.

To see that Z = « let v € a be such that O(y) C Z. Then f[O(y)] =
O(f(v)) and f(6) = 6 for all § < ~. Hence

f() =00 () = FIOM ={f(6): 6 <7} ={b: 6 <~} =1

Thus we have proved that for every v € a condition O(y) C Z implies that
v € Z. Hence Z = a. Condition (i) has been proved.

(ii) By Theorem 4.1.12 either a and g are isomorphic, or « is isomorphic
to a proper initial segment of 3, or 3 is isomorphic to a proper initial
segment of a.. By (i), this implies (ii).

(iii) We have to check that § = |J F satisfies (As)—(Cs).

(As): If B € UF then there is an o« € F such that 5§ € a. Then
BCcacCclUF.

(Bs): If 8,7 € |JF then there are a1, a0 € F such that § € a; and
v € ag. By (ii) either a; < ag or as < aj. Let a be the greater of these
two. Then 8,7 € a and, by (B,), =7, 8 €, or v € .

(Cs): Let 0 # B C |JF and let a € B. Then there is an n € F such
that o € . Hence, by Theorem 4.2.1, « is an ordinal. If « N B = ) put
~v = a. Otherwise, put v = min(a N B), which exists by (C,,). It is easy to
see that yN B = (. O

It is not difficult to see that for an ordinal number « the set o U {a} is
also an ordinal number. We will denote it by e+ 1 and call it the (ordinal
immediate) successor of a. Number « is also called the (ordinal immediate)
predecessor of a+1. It is also easy to check that a+1 is the smallest ordinal
number greater than a. Thus every ordinal number has its successor. Not
every number, however, has an immediate predecessor; for example, 0 and
w do not have one. The ordinal numbers that have immediate predecessors
(i.e., those in the form « + 1) are called ordinal successors. Those that do
not have immediate predecessors are called limit ordinals.



4.2 Ordinal numbers 47

The next theorem justifies our intuition of considering ordinal num-
bers as representatives of the abstract classes of all order-isomorphic well-
ordered sets.

Theorem 4.2.4 For every well-ordered set (W, <) there exists precisely
one ordinal number o that is order isomorphic to W.

Proof The uniqueness of a follows immediately from Theorem 4.2.3(i).
For w € W let O[w] = O(w) U {w} and define

Z ={w € W: OJw] is order isomorphic to some ordinal number a,,}.

Notice that by Theorem 4.2.3(i) and Corollary 4.1.9 the ordinal number
oy, and the isomorphism f,,: O[w] — «, are unique.

Now, if v,w € Z and v < w then f,[O[v]] is an ordinal number «,
as an initial segment of a,. In particular, fu|op): O[v] — «a is an order
isomorphism and, by the preceding uniqueness remark, fy|oq = fo- So
we have shown that

fo C fu forevery vwe Z, v<w. (4.4)

We will prove, by transfinite induction, that Z = W.

Solet O(w) C Z. Then, by (4.4), f = U,eo(uw) fv is a strictly increasing
function from J, ey O] onto U,eo () @- But U,eoqw) Olv]l = O(w)
and, by Theorem 4.2.3(iii), « = UveO(w) a, is an ordinal number. So
f: O(w) — a is an order isomorphism. Extend f to a function F': Ofw] —
a + 1 by putting F(w) = a. Then the existence of F' proves that w € Z.
We have shown that Z = W.

Now, by (4.4), the function f = |, cy fu is an isomorphism between
W = Uy,ew Olw] and an ordinal number (J,, ¢y 0 O

In what follows it will be convenient to use the following theorems.

Theorem 4.2.5 If a and B are ordinal numbers and f: a — (3 is a strictly
increasing function then o < 3. Moreover, £ < f(§) for every £ < a.

Proof If g < o then § C a and f is a strictly increasing function from «
into c. But then f(8) € 3, that is, f(8) < 3, contradicting Theorem 4.1.8.
So, by Theorem 4.2.3(ii), o < 3.

The additional part follows from Theorem 4.1.8. O

For a well-ordered set W let Otp(W) stand for the order type of W,
that is, the unique ordinal number that is order isomorphic to W.

Corollary 4.2.6 IfW is well ordered and B C W then Otp(B) <Otp(W).
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Proof Let f: Otp(B) — B and g: W — Otp(W) be order isomorphisms.
Then go f: Otp(B) — Otp(W) is strictly increasing, and by Theorem 4.2.5
Otp(B) < Otp(W). O

We will also introduce the following arithmetic for ordinal numbers. For
ordinal numbers o and 3 we define the sum « + 3 of a and 3 as the order
type of the well-ordered set ({0} x a) U ({1} x ) ordered by

(i,§) <, Q)=i<j VvV (i=7&E<0).

Thus, we “append” 3 to «a. It is easy to see that the relation so defined is
indeed a well-ordering relation.

Similarly, we define the product a3 of ordinal numbers o and 3 as the
order type of the set 8 X a ordered lexicographically. By Theorem 4.1.13
it is well ordered.

It is not difficult to see that, in general, a+ 0 # f+a and af # [a (see
Exercise 1). We have the following monotonic laws for these operations.

Theorem 4.2.7 For arbitrary ordinal numbers a, 3,

(a) a< B impliesy+a<~y+p5;
(b)  a < impliesa+v < B+ 7;
c

(¢) a<pfand~y >0 imply ya < ~v0B;
(d) « < g implies ay < fBr.

Moreover, the inequalities < in (b) and (d) cannot be replaced by < even

if a < .

Proof To see (a) let f: ({0} xy)U({1} xa) — ({0} xy)U ({1} x B) be the
identity map. Notice that f is an isomorphism between ({0} xy)U({1} x @)
and the initial segment O((1, «)) of ({0} x ) U ({1} x B). Thus v+ «a is
isomorphic to a proper initial segment of v + 3, so v+ a < v + .

To see (b) let f: ({0} x o) U ({1} x v) — ({0} x B) U ({1} x ) be the
identity map. Notice that f is strictly increasing. Thus, via an appropriate
isomorphism, f can be transformed into a strictly increasing function from
a + v into 8 + . But then, by Theorem 4.2.5, a +~v < 3+ 7.

To see that equality can hold even if & < 3, notice that 1+w = w = 04w
(see Exercise 1).

Parts (c) and (d) are left as exercises. O

For an ordinal number « any function a on « is called a transfinite
sequence and is usually denoted by {a¢}eca or (a¢: & < «), where a¢ =
a(€). If a is a domain of a transfinite sequence a then we also often say
that a is an a-sequence.
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EXERCISES

1 Show that for ordinal numbers o and # we might have o + 3 # 5+ «
and af # fa by proving that

(a) 1l4w=w,s0l4+w#w-+1;
b)) w=w,w2=w+w, and w # w + w.

2 Prove parts (c) and (d) of Theorem 4.2.7.

4.3 Definitions by transfinite induction

Most mathematicians take for granted that if we have a procedure asso-
ciating a number a,; to a number a,, and we have defined ag, then the
sequence {ay, }nen constructed in such a way exists. The proof of this fact
for a finite portion {a,}n<m, m € N, of such a sequence does not require
any special axioms. The proof of existence of the infinite sequence {a, } nen,
however, requires some form of argument, and the axiom of choice is needed
to prove any procedure justifying such an argument. (For example, if we
stay only within the framework of Peano arithmetic, we have no way to
prove the existence of an infinite object {ay}nen, since we operate in a
world with finite objects only.) This argument is given in the next theo-
rem.

Theorem 4.3.1 (Recursion theorem) Let Z be a set, o be an ordinal num-
ber, and F be the family of all -sequences for € < o with values in Z, that
15, F = U€<a Z&. Then for each function h: F — Z there exists precisely
one function f: o — Z such that

£(6) = h(fle) for all € <a. (4.5)

The function h from the theorem tells us how to choose f(§) knowing
the values of the sequence (f({): ¢ < &) chosen so far. Because of this, we
will sometimes call it an “oracle” function.

Proof of Theorem 4.3.1 First we prove the uniqueness of f. So let g
be another function satisfying (4.5) and let W = {¢ < a: f(£) = g(&)}.
It is enough to show that W = «a. But if £ = O(§) C W then f|¢ = g|¢
and f(§) = h(fle) = h(gle) = g(€). Hence £ € W, and by a transfinite
induction argument W = «. The uniqueness of f has been proved.

To prove the main body of the theorem assume, to obtain a contradic-
tion, that the theorem fails for some ordinal number a. We may assume
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that « is the smallest ordinal number for which the theorem fails, since if
it is not, we can replace it by the minimum

min{3 < a: theorem fails for 3}.

Let h be a function for which the theorem fails for ordinal a. For every
¢ < a there is a function f¢: £ — Z such that

fe(v) = h(fely) forall v <¢. (4.6)

But for any £ < ¢ < « the function f¢|¢ also satisfies (4.6). Thus, by the
uniqueness part that we have already proved, f¢|¢ = fe. In particular,

fe(y) = fe(y) for every v < € < (¢ <o

Now, if « is a successor ordinal, say a = 8 + 1, then define f: o — Z
as an extension of fz by putting f(5) = h(f3). Then f satisfies (4.5) since
fle = fale for every £ < . This contradicts the choice of .

Thus assume that « is a limit ordinal. Then £ +1 < « for every £ < a.
Define f: o — Z by

f(&) = fera(§) for £<a

and notice that such a function satisfies (4.5), since

f(&) = fex1(&) = h(fex1le) = h(fle)

for every £ < . This contradicts the choice of «. O

Most commonly, the oracle function A is defined as a choice function C'
on some family of sets. In such a case a particular value h(€) is chosen as a
value of C' on some set, whose definition depends on the previously chosen
values of f, that is, it is of the form

h(p) =C({z € Z: p(z,p)}),

where C: P(Z) — Z is a choice function and ¢(z,p) is some formula. Of
course, such a function A is not defined for the values of p € F for which
the set {z € Z: p(z,p)} is empty. Formally, to use the recursion theorem
we have to define it for these values of p as well; however, in most cases we
are not interested in such values anyway. Thus, we usually assume that A
is arbitrarily defined somehow for such values and we don’t even bother to
mention it. (The same is true for the other values for the oracle function
in which we are not interested.) Also, it is customary in such situations to
simply write that we choose in the inductive step

&) efzeZ: 0z flo)}



4.8 Definitions by transfinite induction 51

or simply
f(&) = z such that z satisfies ¢(z, fl¢)

without mentioning explicitly the oracle function at all.

In the applications using the recursion theorem we often separately
specify the value of the function h for the empty sequence by h(0) = A and
for successor ordinals & + 1 by h(¢) = F(¢(€)) for some function F € ZZ,
where ¢ € Z&t1. Thus the value of h on successor ordinal ¢ + 1 depends
only on the value ¢(&) of ¢ on its last element £. The a-sequence f obtained
that way satisfies the conditions

f(O)y=A, f(&+1)=F(f(€) for any ordinal ¢ < «,
f(A) = h(f|x) for any limit ordinal X < .

Notice that to define the function f only on o = w we don’t need the
very last condition. Then the first two conditions can be rewritten as

f(0)=A4, f(n+1)=F(f(n)) forany n<w.

The existence of such a sequence is usually deduced from the standard (not
transfinite) recursion theorem.

There is probably no need to explain to the reader the importance of
this last theorem. Without this theorem it is sometimes hard to prove even
very intuitive theorems. As an example we can state here the following
characterization of well orderings.

Theorem 4.3.2 A linearly ordered set (X, <) is well ordered if and only
if it does nmot contain a subset of order type w* (i.e., a strictly decreasing
w-sequence).

Proof =: If there exists a strictly decreasing sequence (z,: n < w) then
the set {z,: n < w} does not have a smallest element.

<: Assume that X is not well ordered and construct, by induction on
n < w, a strictly decreasing sequence (z,: n < w). The details are left as
an exercise. O

The next theorem is one of the most fundamental theorems in set theory.

Theorem 4.3.3 (Well-ordering or Zermelo’s theorem) Fuvery nonempty
set X can be well ordered.

Proof Let C be a choice function on the family P(X) \ {#}. Choose an
arbitrary p ¢ X, for example, p = X, and define F': P(XU{p}) — X U{p}
by

p otherwise.

F(Z) {C(Z) for Z € P(X)\ {0},
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Let G be the family of all ordinal numbers ¢ such that there is a one-
to-one £-sequence in X. Notice that G is a set by the replacement axiom,
since

G={0tp((Y,<)): Y e P(X) & <e P(X x X) & (Y, <) is well ordered}.

Let a be an ordinal number that does not belong to G. For example,
take @« = (JG) + 1. By the recursion theorem there exists a function
f:a— X U{p} such that

f(&) = F(X\{f(¢): ¢ <&}) (4.7)

for all £ < a. (The function A is defined by h(s) = F(X \range(s)).) Notice
that for every 8 < «

if f[8] C X then f|g is one-to-one. (4.8)

This is the case since, by (4.7), f(§) € X\ {f(¢): ¢ < &} for £ < 4. In
particular, fla] ¢ X since there is no one-to-one a-sequence in X. So the
set S = {f < a: f(B) = p} is nonempty. Let 8 = minS. Then f|g is
one-to-one and it establishes a well ordering of X of type 8 by

vy e ) < ) O

Remark It is clear that we used the axiom of choice in the proof of The-
orem 4.3.3. It is also easy to prove in ZF that Theorem 4.3.3 implies the
axiom of choice.! To argue for this it is enough to show that Theorem 4.3.3
implies the existence of a choice function for every family F of nonempty
sets. But if < is a well ordering of |JF then the function f(F) = min F'
for F' € F is a choice function defined only with help of the comprehension
schema.

The combination of the recursion and well-ordering theorems gives a
very strong proving technique. However, for its use usually some kind of
cardinal argument is needed, a tool that we still have not developed. Thus,
the direct use of this technique will be postponed until subsequent chapters.
On the other hand, the next theorem will give us a way to prove the results
that require some kind of transfinite induction argument without doing it
explicitly. To state it we need the following definitions.

For a partially ordered set (P, <) we say that a set S C P is a chain in
P if S is linearly ordered by <. An element b € P is said to be an upper
bound of a set S C P if s <b for every s € S. Similarly, b € P is a lower
bound of S C P if b < s for every s € S.

1 ZF stands for the ZFC axioms from which the axiom of choice AC has been removed.
See Appendix A.
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Notice that not all subsets of a partially ordered set must have upper
or lower bounds. For example, (0,00) C R does not have an upper bound
and every number r < 0 is a lower bound of (0, c0).

Let us also recall that m € P is a maximal element of (P, <) if there is
no p € P such that m < p.

Theorem 4.3.4 (Zorn’s lemma?) If (P, <) is a partially ordered set such
that every chain in P has an upper bound then P has a mazximal element m.

Proof The proof is similar to that of Theorem 4.3.3. Let C be a choice
function on the family P(P)\{0}. Choose an arbitrary x ¢ P, for example,
x = P, and define F': P(PU{z}) - PU{z} by
Z) for Z P
riz - (D)t ZePR)\ ()
T otherwise.
Let G be the family of all ordinal numbers ¢ such that there is a strictly
increasing sequence (pc: ¢ < &) in P. Let o be an ordinal number that
does not belong to G. For example, take oo = (|JG) + 1.

Define a function h on the family of all &-sequences (pc: ¢ < &) in
PuU{z}, £ < a, by putting

h((pe: ¢ <€) = F(B\{pc: ¢ <¢&}), (4.9)

where B = {b € P: b is an upper bound of {p¢: ¢ < {}}. (Notice that
B=10if {p;: ( <&} ¢ P.) By the recursion theorem, there is a function
f such that

f(&) = h(fle) forall &< a.
Notice that for every 8 < «

if f[B8] C P then f|g is strictly increasing. (4.10)

This is the case, since then, by (4.9), f(§) € B\ {p¢c: ( <} for £ < 8. In
particular, fla] ¢ P since there is no strictly increasing a-sequence in P.
So the set S = {8 < a: f(8) = =} is nonempty. Let § = min S. Then f|z
is strictly increasing, so B = {b € P: b is an upper bound of {p¢: £ < 5}}
is nonempty, {pe: & < 8} being a chain. Let m € B. It is enough to argue
that m is a maximal element of P. But if there is a y € P with y > m,
then y > m > p¢ for every ¢ < . In particular, y € B\ {pe: £ < 5}, so

2 M. Zorn proved this lemma in 1935 and published it in Bulletin AMS. The same theo-
rem was proved in 1922 by K. Kuratowski and published in Fundamenta Mathematicae.
Thus priority for this theorem belongs without any doubt to Kuratowski. However, in
essentially all published sources the name Zorn is associated to this theorem and it seems
that the battle for historical justice has been lost.
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B\ {pe: £ < B} # 0. Thus, by (4.9), f(8) € P, contradicting the choice
of 8. 0

Zorn’s lemma is used most often in the situation when P is a family of
subsets of a set A ordered by inclusion and such that for every chain S C P
its union |J S is also in P. (Notice that |J S is an upper bound for S with
respect to C.) In this particular case Zorn’s lemma has an especially nice
form, stated as the following corollary.

Corollary 4.3.5 (Hausdorff maximal principle) If F is a nonempty family
of subsets of a set A such that for every chain S C F its union |J S belongs
to F then F has an C-maximal element.

Remark Zorn’s lemma and the Hausdorff maximal principle are equivalent
to the axiom of choice within the ZF theory. To see this first notice that
Zorn’s lemma follows from the axiom of choice (Theorem 4.3.4) and that the
Hausdorff maximal principle follows from Zorn’s lemma (Corollary 4.3.5).
To see that the Hausdorff maximal principle implies the axiom of choice
let G be a nonempty family of pairwise-disjoint nonempty sets. We have
to find a selector S for G. So let F be the family of all T C |J G such that
T NG has at most one element for every G € G. Notice that F satisfies the
assumptions of the Hausdorff maximal principle. Let S € F be maximal.
We will show that S is a selector for G. But if S is not a selector for G
then GNS = for some G € G. Then thereis a g € G and SU {g} is in
F, contradicting the maximality of .S.

EXERCISE

1 Complete the details of the proof of Theorem 4.3.2.

4.4 Zorn’s lemma in algebra, analysis, and
topology

In this section we will see three standard applications of Zorn’s lemma in
three main branches of mathematics: algebra, analysis, and topology. Each
of these areas will be represented, respectively, by the theorem that every
linear space has a basis, the Hahn—Banach theorem, and the Tychonoff
theorem. Going through these proofs should help the reader to appreci-
ate the power of Zorn’s lemma and, implicitly, the axiom of choice. The
Hahn—Banach theorem and the Tychonoff theorem will not be used in the
remaining part of this text.

Algebraic application To state the algebraic example let us recall the
following definitions. A set G with a binary operation +: G X G — G is a
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group if + is associative (i.e., (u+v) +w = u+ (v+w) for all u,v,w € G),
G has the identity element 0 (i.e., 0 +v =v 40 = v for every v € G), and
every element of G has an inverse element (i.e., for every v € G there exists
—v € G such that (—v) + v =v+ (—v) =0). A group (G, +) is Abelian if
a+b=>b+ a for every a,b € G. A set K with two binary operations +
and - on K is a field if (K,+) is an Abelian group with 0 as an identity
element, (K \ {0}, -) is an Abelian group with 1 as an identity element, and
a(b+ ¢) = ab+ ac for every a,b,c € K. In what follows we will mainly be
concerned with the fields (R, +, ) of real numbers and (Q, +, ) of rational
numbers.

An Abelian group (V,+) is said to be a linear space (or vector space)
over a field K if there is an operation from K x V to V, (k,v) — kv, such
that (k + v = kv + lv, k(v +w) = kv + kw, k(lv) = (kl)v, Ov = 0, and
lv = v for every k,l € K and v,w € V. A subset S of a vector space V over
a field K is a linear subspace of V if it is a linear space when considered
with the same operations. The main examples of vector spaces considered
in this text will be R™ over either R or Q.

A subset S of a vector space V over a field K is linearly independent
if for every finite number of distinct elements vy,...,v, of S and every
ki,...,kn, € K the condition kyvy+---+kpv, = 0impliesk; =--- =k, =
0. A subset S of a vector space V over a field K spans V if every v € V
can be represented as v = kv + - -+ + k,v, for some vy,...,v, € S and
ki,... .k, € K. A basis of V is a linearly independent subset of V' that
spans V.

It is easy to see that if B is a basis of V' then every v € V has a unique
representation v = kyvy + --- + kpv,, where vy,... ,v, € B are different
and k1,...,k, € K (and where we ignore the v;s for which k; = 0). This is
the case since if v = lvy + - - - + [, v, is a different representation of v, then
(h—k)vi+-+ Uy —ky)vy,=v—v=0s0l; —ky=---=1,—k,=0.
Thus l; = k; for i € {1,... ,n}.

Theorem 4.4.1 If Sy is a linearly independent subset of a vector space V
over K then there exists a basis B of V' that contains Sy.
In particular, every vector space has a basis.

Proof The additional part follows from the main part, since the empty
set is linearly independent in any vector space.
To prove the main part of the theorem, let

F={SCV: SycCSandS is linearly independent in V}.

Notice first that F satisfies the assumptions of the Hausdorff maximal
principle.
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Clearly F is nonempty, since Sy € F. To check the main assumption,
let G C F be a chain in F with respect to C. We will show that |JG is
linearly independent in V. So let vy,... ,v, be different elements of (G
and choose kq,...,k, € K such that kjvy + -+ + k,v, = 0. For every
i€ {l,...,n} let G; € G be such that v; € G;. Since {G4,...,G,} is a
finite subset of a linearly ordered set G, we can find the largest element,
say G, in this set. Then v; € G; C G for all i € {1,... ,n}. Hence all v;s
are in a linearly independent set G;. Thus kjvy + --- + kyv, = 0 implies
ki =---=k, =0. So we can use the Hausdorff maximal principle on F.

Let B be a maximal element in F. We will show that it is a basis of V.
It is linearly independent, since it belongs to F. So it is enough to prove
that B spans V.

To obtain a contradiction assume that there is a v € V' such that

’U?ék11)1+"'+knvn (411)

for every vi,...,v, € V and ki,... ,k, € K. We will show that this
implies that B U {v} is linearly independent in V, which contradicts the
maximality of B in F. So choose different elements vy, ... ,v, from B and
ko,...,k, € K such that kov + kyvi +- - -+ k,v, = 0. There are two cases.

Case 1: kg = 0. Then kyvy + -+ kpv, =0 and vq,... ,v, are from B.
Hence, also k1 =--- =k, = 0.

Case 2: kg # 0. Then v = —(ky/ko)v1 + - - — (kn/ko)vn, contradicting
(4.11). O

Analytic application For the next theorem the term vector space will be
used for the vector spaces over the field R of real numbers. Recall that a
function f is said to be a linear functional on a vector space V if f: V — R
is such that f(ax + by) = af(z) + bf(y) for every z,y € V and a,b € R.

Theorem 4.4.2 (Hahn-Banach theorem) Let V be a vector space and
p: V. — R be such that p(x +y) < p(x) + p(y) and p(ax) = ap(x) for
allz,y € V and a > 0. If f is a linear functional on a linear subspace S of
V' such that f(s) < p(s) for all s € S, then there exists a linear functional
F onV such that F extends f and F(x) < p(z) for allz € V.

Proof Let F be the family of all functionals g on a linear subspace T' of
V such that g extends f and g(z) < p(x) for all x € T. First we will show
that F satisfies the assumptions of the Hausdorff maximal principle.

So let G C F be a chain in F with respect to C. We will show that
UG e F. Clearly f C |JG. To see that g = J G is a functional, notice first
that ¢ is a function since for (z, so), (x, s1) € g we can find g, 91 € G such
that (x,s;) € g; for i < 2. Then, for go C g1, S0 = go(z) = g1(x) = s1.
Similarly, if g1 C go then s1 = g1 () = go(x) = so.
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In a similar way we show that the domain of g is a linear subspace and
that ¢ is a linear functional on its domain. Since also g(z) < p(z) for all
x € dom(g), we conclude that g € F, that is, F satisfies the assumptions
of the Hausdorff maximal principle.

Now let F': T' — R be a maximal element of F. Then F' is a linear
functional extending f such that F(x) < p(z) for every z € T. It is enough
to prove that T'=V.

To obtain a contradiction assume that V' # T and let w € V\T. We will
show that this contradicts the maximality of F' by constructing a G € F
that extends F' and is defined on a linear subspace Vy = Span(T'U {w}) =
{aw+t:aeR, t€T}of V.

First notice that for every s,t € T

F(s)+F(t)=F(s+t) <p(s+t)=p(s—w+t+w) <p(s—w)+pt+w)
and so
—p(s —w) + F(s) < p(t +w) — F(t).

Hence, in particular,

sup[—p(t — w) + F()] < inf [p(t +w) — F(2)].
teT te

Choose « such that sup[—p(t —w) + F(t)] < a < inf[p(t+w) — F(¢)]. Then

a <inflp(t+w) — F(t)] & —a <inf[p(t —w) — F(t)].
(4.12)

Now for a € R and t € T define
G(aw + t) = ac + F(1).

Clearly G is a functional on Vj that extends F'. We have to show only that
G(s) <p(s) forall s € Vp. Solet s=aw -+t witht €T, a € R.

If a =0 then Gaw +t) = F(t) < p(t) = plaw + 1).

If a > 0 then, by the first part of (4.12),

G(aw +t) ac+ F(t)
ala+ F(t/a)]
al[p(t/a+w) — F(t/a)] + F(t/a)]

= apltfa+w)
p(t + aw).

IN
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If @ = —b < 0 then, by the second part of (4.12),

Glaw+1t) = —ba+ F(t)

b[—a + F(t/b)]

blIp(t/b — w) — F(t/8)] + F(t/b)
— bp(t/b—w)

= p(t+aw).

IN

This finishes the proof of Theorem 4.4.2. U

Topological application Let us start by recalling some definitions. A
family F of subsets of a set X is said to be a cover of a set A C X if
ACUPZF. If Fisacover of A then a family G C F is said to be a subcover
of Fift Ac |JG. If (X,7) is a topological space then F is said to be an
open cover of AC X if AC|JF and F C 7. A topological space (X, 7) is
compact if every open cover of X has a finite subcover.

For a topological space (X, 7) a family B C 7 is said to be a base for
X if for every U € 7 and every x € U there exists a B € B such that
x € BCU. A family § C 7 is said to be a subbase of topological space
(X, ) if the family

maz{ﬂ&epmyneN&W<n@e&}

i<n

forms a base for X. It is easy to see that for any family S of subsets of a
set X the family

ﬂ&:{U@chw&

forms a topology on X. This topology is said to be generated by S. The
family S is also a subbase for the topology 7 (S).

Finally, let us recall that for a family {(Xa,7a)},c 4 of topological
spaces their Tychonoff product is a topological space defined on the product
set X =], e A Xo with topology generated by the subbase

M U):a € A& U € 1,},
where p,: X — X, is the projection of X onto its ath coordinate X,,.

Theorem 4.4.3 (Tychonoff theorem) The product of an arbitrary family
of compact spaces is compact.

The proof will be based on the following lemma.
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Lemma 4.4.4 (Alexander subbase theorem) If there is a subbase S of a
topological space X such that every open cover V C S of X has a finite
subcover then X is compact.

Proof Let S be a subbase of X such that any cover ¥ C S of X has a
finite subcover. Let B = B(S) be a base for X generated by S and, to
obtain a contradiction, assume that X is not compact. Then there is a
subfamily Uy of B(S) that covers X but does not have a finite subcover.
(We use here an elementary fact that for any base B of a topological space
X, the space X is compact if and only if every cover Y C B of X has a
finite subcover.)

Define F as

{L[ CcCB:UyCcU, X C UL[, and there is no finite subcover V C U ofX}.

To see that F satisfies the assumptions of the Hausdorff maximal principle
let G C F be a chain. If 7 C |JG is finite then there is a i € G such that
7 CU. So T cannot cover X, since Y € F. Thus |JG does not have a
finite subcover, that is, | JG € F.

So, by the Hausdorff maximal principle, there is a maximal element
UeF. Nowlet U €. Then U =) U; for some U; € §. We claim
that

<n

there is a j < n such that U; € U. (4.13)

Otherwise, for every i < n we can find a finite U; C U such that U; U {U;}
covers X, that is, U; covers X \U;. But then | J,_,, U; covers |, (X\U;) =
X\ Ny Ui = X\U. So J;, Ui U{U} C U is a finite subcover of X,
contradicting the fact that U € F.

But (4.13) implies that for every U € U thereisa V = U; € U NS such
that U C V. So V =UNS is also a cover of X. Hence, by our assumption,
V has a finite subcover of X. This contradiction finishes the proof. O

Proof of the Tychonoff theorem Let
S={p;'(U):ac A& UE€T,}

be a subbase of X = [[ .4 Xa and let U C S be a cover of X. By the
Alexander subbase theorem it is enough to find a finite subcover of U/. For
a e Alet

U, ={U C X,: U isopenin X, and p ' (U) cU}.

If for some o € A the family U, covers X, then, by the compactness
of X, there is a finite subcover V C U, that covers X,. But then
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U = {p;*(U): U € V} C U is a finite subcover of X. So, to obtain a
contradiction, assume that no U, covers X, and let z(a) € X, \ |JU,, for
every @ € A. Then z € X \ U,eaU{pa'(U): U e Us} = X\ JU. This
finishes the proof. O

EXERCISES

1 Prove that every partial-order relation= on a set X can be extended to
a linear-order relation< on X. (Here < extends < if <C<.)

2 We say that a subset A C R is algebraically independent if for every
nonzero polynomial p(z1,...,x,) of n variables with rational coefficients
and any sequence ay, ... ,a, of different elements from A, p(ay,... ,a,) #
0. Show that there exists an algebraically independent subset A of R such
that if Q(A) is a field generated by Q and A then for every b € R\ Q(A)
there exists a nonzero polynomial p(z) with coefficients in Q(.A) such that
p(b) = 0. (A family A with this property is called a transcendental basis of
R over Q.)

3 A filter on a set X is a nonempty family F of subsets of X such that
(1) AN B € F provided A,B € F; and (2) if AC BC X and A € F then
B e F. Afilter F on X is proper if F # P(X), and it is prime if for every
A C X either A€ For X \ A€ F. Show that every proper filter on a set
X can be extended to a proper prime filter.

4 A graph on a (finite or infinite) set V is an ordered pair (V, E) such that
E C [V]?, where [V]? is the set of all two-element subsets of V. For Ey C E
a graph (V, Ey) is a forest in graph (V, E) if it does not contain any cycle,
that is, if there is no sequence vg,v1,...,v, = vo with n > 2 such that
{vi,vi41} € Fy for i € n. For Ey C E a graph (V, Ey) spans (V, E) if for
every v € V there is a w € V such that {v,w} € Ey.

Let (V, E) be a graph that spans itself. Show that there exists a forest
(V, Eg) that spans (V| E).



Chapter 5

Cardinal numbers

5.1 Cardinal numbers and the continuum hy-
pothesis

We say that the sets A and B have the same cardinality and write A ~ B
if there exists a bijection f: A — B.
It is easy to see that for every A, B, and C

o Ax A,
e if A~ B then B =~ A; and
e if A~ B and B~ (C then A~ C.

Thus the “relation” =~ of having the same cardinality is an equivalence “re-
lation.” We put the word relation in quotation marks since our definition
does not specify any field for ~. This means that the “field” of this “rela-
tion” is the class of all sets. However, the restriction of ~ to any set X is
an equivalence relation on X. Thus we will use the term relation for ~ in
this sense.

By Zermelo’s theorem (Theorem 4.3.3) and Theorem 4.2.4, for every set
A there exists an ordinal number « such that A &~ «. The smallest ordinal
number with this property is called the cardinality of A and is denoted by
|A|. Thus

|A| = min{a: « is an ordinal number and A ~ a}.
In particular, A = |A]| for every A. It is not difficult to see that A ~ B if

61
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and only if |A| = |B|. Thus the terminology “sets A and B have the same
cardinality” can be used for A ~ B as well as for |A| = |B].

Notice also that
|a| < a for every ordinal number ¢,

since a = « and || is the smallest ordinal § such that a = . This implies
also that

|a| < |8| for all ordinal numbers a < 3.

An ordinal number « is said to be a cardinal number (or just a cardinal)
provided k = | A| for some set A. We can distinguish the cardinal numbers
from all other ordinal numbers by using the following properties.

Proposition 5.1.1 For an ordinal number a the following conditions are
equivalent:

(i) « is a cardinal number;
(i) ol = «;
(iil) B < |a| for every 8 < «;
(iv) |B] < |af for every B < «;

(v) 18] # lal for every 8 < a.

Proof (i)=(ii): If @ is a cardinal number then there exists a set A such
that |A|] = a. This means, in particular, that A ~ «a, that is, |4| = |a|. So
o] = [A] = a.

ii)=-(iii): It is obvious.

iii)=(iv): It follows from the fact that |G| < § for every ordinal (3.
iv)=(v): It is obvious.

v)=-(i): Condition (v) implies that 3 % « for every 8 < a. Thus « is
the smallest ordinal v such that « &~ . But this means, by the definition
of cardinality, that « is a cardinal number, as then a = |a|. O

=
=

(
(
(
(

Property (v) of Proposition 5.1.1 explains why we often say that the
cardinal numbers are the initial ordinals, that is, ordinals that are the
smallest of a given cardinality.

Let us also note the following theorem.
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Theorem 5.1.2 Let A and B be arbitrary sets. The following conditions
are equivalent:

(i) [Al<[Bl;
(ii) there exists a one-to-one function g: A — B.

Moreover, if A # 0 then these conditions are equivalent to the condition
that

(iii)  there ewists a function f: B — A from B onto A.

Proof For A = () the equivalence of (i) and (ii) is obvious. So assume that
A#0Q.

(i)=(iii): Let h: B — |B| and g: |A| — A be bijections. Pick a € A.
Notice that |A| C |B| and h=1(]A]) C B.

Define f: B — A by

f) = {g(h(b)) for b € h=(|A]),

a otherwise.
Then
A D f[B] D flh(JAD] = (g0 R)[R (JA])] = g[lAl] = A.

So f is onto A.

(iii)=(ii): Let f: B — A be onto. Let G be a choice function for the
family {f~1(a): @ € A}. Then g(a) = G(f~!(a)) is a one-to-one function
from A into B.

(ii)=(i): Let g: A — B be a one-to-one function and h: B — |B|
be a bijection. Then (hog): A — |B| is a one-to-one function from A
onto (h o g)[A4] C |B|. Hence |A| = |(h o g)[4]| and, by Corollary 4.2.6,
Otp((h o g)[A]) < |BI. So

[ Al = |(h o g)[A]l = | Otp((h o g)[A])| < Otp((h o g)[A]) < |B]. O
Corollary 5.1.3 If A C B then |A| < |B].

Proof Since the identity function from A into B is one-to-one, the corol-
lary follows immediately from Theorem 5.1.2. O

Corollary 5.1.4 If AC B C C and |A| =|C| then |B| = |A|.
Proof By Corollary 5.1.3 we have |A| < |B| < |C|=|A|. So |B| =|4|. O

Remark It is often the case that the relation A < B for a set A having
cardinality less than or equal to the cardinality of B, |A| < |B|, is defined
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as in Theorem 5.1.2(ii), that is, by saying that there exists a one-to-one
function f: A — B. Then it is necessary to prove that A < Band B < A
imply that there exists a bijection from A onto B. This fact is known as the
Schroder—Bernstein theorem and follows immediately from our definition
and Theorem 5.1.2.

Theorem 5.1.5 w s a cardinal number and every n € w s a cardinal
number.

Proof First we show that every n € w is a cardinal number. So let n € w.
By Proposition 5.1.1(iv) it is enough to prove that |k| < |n| for every k < n.
Thus it is enough to show that the inequality |n| < |k| is false, that is, by
Theorem 5.1.2, that

there is no one-to-one function f: n — k for every k < n. (5.1)

We will prove (5.1) by induction on n < w.

Notice that for n = 0 condition (5.1) is true, since there is no k& < n.
So assume that it is true for some n < w. We will show that this implies
(5.1) for n+ 1.

To obtain a contradiction assume that for some k& < n+1 there is a one-
to-one function f: (n+1) — k. If k < n then f|,: n — k contradicts (5.1).
Sok=mn, f:(n+1) > n,and f[n+1] ¢ (n—1), that is, n — 1 € f[n+1].
(Notice that n — 1 exists, since the existence of f: (n+1) — n implies that
n #0.)

Let i < n+1 be such that f(i) = n—1. Define g: n — n— 1 by putting
g(j) = f(j) for j < n, j#i,and g(i) = f(n). (If i = n this last condition is
redundant and can simply be ignored.) Notice that the values of g indeed
belong to n — 1 and that g is one-to-one. Thus g contradicts (5.1) for n.
This contradiction finishes the proof of (5.1) and the fact that every n € w
is a cardinal number.

To see that w is a cardinal number notice that n C (n+1) C w for every
n < w. Hence, by Corollary 5.1.3, |n| < |n+1| < |w|. But by what we have
already proved, [n| =n <n+1=|n+1|. So |n| < |[n+1| < |w|, that is, we
conclude that |n| < |w| for every n < w. Therefore, by Proposition 5.1.1,
we deduce that w is a cardinal number. O

The sets with cardinality less than w, that is, equal to some n < w, are
called finite sets. A set A is countable if |A| = w. A set is infinite if it is
not finite. A set is uncountable if it is infinite and not countable.

We have already established a convention that general infinite ordinal
numbers are denoted by the greek letters «, 3,7, (,n,&. The infinite cardi-
nal numbers will usually be denoted by the letters «, u, A.

The natural numbers and w are cardinal numbers. Are there any other
(i.e., uncountable) cardinal numbers? The next theorem gives us a tool to
construct a lot of uncountable cardinal numbers.
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Theorem 5.1.6 (Cantor’s theorem) |X| < |P(X)| for every set X.

Proof Fix a set X. First notice that |X| < |[P(X)]|, since the function
f: X — P(X) defined by f(z) = {z} for € X is one-to-one.

To finish the proof it is enough to show that |X| # |P(X)|. So let
f: X — P(X). We will prove that f is not a bijection by showing that f
is not onto P(X). To see it, put

Y={zeX:zdf(x)}

Then Y € P(X) is not in the range of f, since if there were a z € X such
that f(z) =Y then we would have

zeYoze{freX:ad fx)} o2& f(z) & 2¢Y,

a contradiction. O

Cantor’s theorem tell us, in particular, that for any cardinal number x
there is a cardinal number A larger than x, namely, A = |P(k)|. We will
denote this cardinal number by 2%. That way, the symbol 2% will stand
for two objects: a cardinal number and the family of all functions from «
into 2. Although these two object are definitely different, this notation is
consistent in the sense that

|P(X)| = ‘QX‘ for every set X. (5.2)

This last equation is established by a bijection X : P(X) — 2% defined by
X(A) = X 4, where X 4 is the characteristic function of A, that is, X4(x) =1
for x € A and X4(z) =0 for x € X \ A.

The notation 2" is also consistent with the cardinal exponentiation op-
eration that will be introduced in the next section.

Notice also that for every cardinal number x there is the smallest car-
dinal number A greater than s, namely, a cardinal equal to the minimum
of the set

K ={ue2®: pis a cardinal and k < u}.

The minimum exists, since K is a nonempty (2® € K) subset of a well-
ordered set 22°. This unique cardinal number is denoted by x* and is
called the cardinal successor of k.

It is also worthwhile to note the following property of cardinal numbers.

Proposition 5.1.7 If F is a family of cardinal numbers then o = |JF is
also a cardinal number.

Proof By Theorem 4.2.3(iii) « is an ordinal number. Moreover, if § < «
then 8 € a and there exists a k € F such that § € k. So 8 < k = |k| < |a.
Thus, by Proposition 5.1.1(iii), « is a cardinal number. O
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With the use of Proposition 5.1.7 and the operation of cardinal successor
we can construct for every ordinal number « a cardinal number w, by
induction on £ < « in the following way:

wo = w;
wer1 = (we)t for every € < o

wy = U we for every limit A < a.
E<A

It is easy to see that w, is the ath infinite cardinal number. It is also
worthwhile to mention that very often w,, is denoted by X,. (X is a Hebrew
letter pronounced aleph.)

Similarly, for every ordinal number a we can construct a cardinal num-
ber 3, by induction on £ < « as follows:

:0 = W;
Jey1 = 27 for every £ < a;

O\ = U 3¢ for every limit A < a.
E<A

(3 is a Hebrew letter, which we read bet.) In particular, the cardinality of
P(w) is equal to 31 = 2¢. This number is usually denoted by ¢, a Hebrew
letter ¢, which we read continuum.

Obviously, wg = w = Jy and, by Cantor’s theorem, w; < J; = ¢.
It is also not difficult to prove that w, < 3, for every ordinal number
a. Two natural questions that arise in this context are the following: Is
wi = ¢? Is w, = 3, for every ordinal number a? Surprisingly, both these
questions cannot be decided within ZFC set theory. The statement that
w1 = ¢ is called the continuum hypothesis (usually abbreviated by CH) and
is independent of ZFC set theory (see Section 1.1). Similarly, the statement
“we = Iy for every ordinal number «” is called the generalized continuum
hypothesis (usually abbreviated by GCH) and is also independent of ZFC
set theory.

The independence of CH from the ZFC axioms will be proved in Chap-
ter 9. Meanwhile, we will often use CH as an additional assumption to
deduce other properties of interest. That way, we will know that the de-
duced properties are consistent with ZFC set theory, that is, that we have
no way to prove their negations using only ZFC axioms.

The last theorem of this section gives some rules on comparing the
cardinalities of sets.
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Theorem 5.1.8 If |A| = |B| and |C| = |D| then

(a) |AxC|=|BxD|;

(b) |JAUC|=|BUD|, provided ANC =0 = BnND;
© 14 = |87,

Proof Let f: A — B and g: C' — D be bijections. Define the bijections
for (a)—(c) as follows:

(a) F: AxC — Bx D, F(a,c) = (f(a), g(c)).

(b) F: AUC — BUD, F=fuUg.

(c) F: A — BP and F(h) € BP for h € AY is defined by the formula

F(h)(d) = f(h(g~ (d))) for every d € D.

It is left as an exercise to show that the functions F' so defined are

indeed bijections. O

We will finish this section with the following remark. The only cardinal
numbers that were defined in a “natural” way (i.e., without an essential
use of the axiom of choice) are the natural numbers and w. The infinite
ordinal numbers that we can easily construct, that is, construct with the
use of ordinal number operations, are of the form w + 1, w + 2, w + w,
ww, and so forth, and are not cardinal numbers. (For example, notice that
|ww| < w by defining the one-to-one function f: ww — w with the formula
f(n,m) = 2™3™, where we identify ww with the set wxw from the definition
of ww.) In fact, there is no way to prove without the axiom of choice the
existence of uncountable ordinal numbers. This might seem strange, since
the proof of Cantor’s theorem evidently did not use the axiom of choice.
However, we in fact proved there only that | X| # |P(X)|. The proof that
the set P(X) can indeed be well ordered requires the use of Zermelo’s
theorem, which is equivalent to the axiom of choice.

EXERCISES

1 Let n € w. Show that if « is an ordinal number such that |a| = n then
o =n.

2 Prove that w, < 3, for every ordinal number «.

3 Complete the proof of Theorem 5.1.8 by showing that all functions F
defined in this proof are bijections.
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5.2 Cardinal arithmetic
For cardinal numbers x and A define their cardinal sum by
rOA=|(k x{0}) U (A x{1})],
their cardinal product by
E® A=k X A,
and a cardinal exponentiation operation by
W = |
Notice that the exponentiation operation for k = 2 gives us another def-
inition of 2*. However, it is consistent with the previous definition, since
‘2)" = 2*. Notice also that by the foregoing definitions and Theorem 5.1.8,
for all sets A and B,
|[AUB|=|A| & |B| for A and B disjoint (5.3)
and
[Ax Bl=|Al®|B|, |AP|=|4"". (5.4)
Proposition 5.2.1 For all cardinal numbers k and X
(i) K®A=ADK,
(i) KIA=A®K.
Proof From Theorem 5.1.8 we have
R A= |(r x {0 U x {11)] = [ x {0}) U (k x {1})] = A& s,

where the second equation follows from the fact that |k x {0} = |x x {1}]
and |[A x {1} = |\ x {0}]. Also,

EQA=|k XA =[AX K| =A®k,

since f((, &) = (£,¢) is a bijection between k X A and A X k. O

Thus, unlike the ordinal operations + and -, the cardinal operations @
and ® are commutative.
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Proposition 5.2.2 For every m,n € w
(i) médn=m+n<w,
(i) men=mn<w.
The proof is left as an exercise.
Lemma 5.2.3 Fvery infinite cardinal number is a limit ordinal number.

Proof First notice that
|lw U {z}] = |w].

If £ € w then this is obvious. Otherwise this is justified by a function
frwU{z} - w defined by f(x) =0 and f(n) =n+1 for n < w. Hence,
by Theorem 5.1.8(ii), for every infinite ordinal number «

la+ 1] = [aU{a}] = [(a\w) U(wU{a})| = [(a\w) Uw| = |al.
Therefore, by Proposition 5.1.1, an ordinal number «a + 1 is not a cardinal

number for any infinite «. O

Theorem 5.2.4 If k is an infinite cardinal then Kk ® kK = K.

Proof Let x be an infinite cardinal number. We will prove by transfinite
induction on w < a < k that

o] @ |af = |al. (5.5)

So let w < A < k be such that (5.5) holds for every w < a < A. We will
show that (5.5) holds for A as well. This will finish the proof.
If there is an o < A such that |a] = |A| then

Al@ Al = lao| @ |af = |af = |A].

Hence we may assume that X is a cardinal number.
Now notice that for every a < A

o x af < A (5.6)

It follows from Proposition 5.2.2(ii) for a finite @ and from (5.5) for an
infinite . Define a well ordering < on A x A\ by putting («, 8) < (v, 8) if
and only if

max{a, 8} < max{y,§}

or
max{a, } = max{v,6} and («, ) <iex (7,96),
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where <jox stands for the lexicographic order on & x k (see Theorem 4.1.13).
The proof that < is indeed a well ordering is left as an exercise.

Now let (7,6) € A x X and let ¢ = max{y+ 1,6 + 1}. Then ¢ < A
by Lemma 5.2.3. Moreover, the initial segment O<({7,6)) (generated by
(7, 6) with respect to <) is a subset of € x ¢, since {a, §) =< (v, 6) implies
that max{a, 8} < max{y,6} < . Hence, by (5.6),

| Otp(O<({7,0)))] = [0<((7, ) < |e x ] = [e] <A

and so also

Otp(O<((7,8))) <

(Otherwise, we would have A = |A] < |Otp(O<((v,6)))|.) Since every
ordinal number 5 € Otp(A x A, <) is of the form Otp(O<((7,))) we can
conclude that Otp(A x A, <) < A. So

A x Al =] Otp(A x A, =2)| < Otp(A x A\, =) < A=A

Thus |XA x A| = |\, since the inequality |A| < |\ x A| is obvious. O

Corollary 5.2.5 If A and k are infinite cardinals then
KB A=kKk®\=max{r, \}.
Proof We may assume that A < k. Then
EROA=|(kx{0HUAX{1D| < |6 x2|< |k XA =Kk

and
K@A=|k XA < |k X K| = k.

Since evidently k < kK & A we obtain

K<KDPA< KRN <k O
Corollary 5.2.6 A countable union of countable sets is countable.

Proof Let F be a countable family of countable sets, F = {F,,: n < w}.
Then for every n < w there is a bijection f,: w — Fj,,. Define function
f:wxw— JF by putting f(n,m) = f,(m). Notice that f is onto. So,
by Theorem 5.1.2, ||JF| < |w X w| = w. Hence ||JF| = w. O

Similarly, we can prove the following.

Corollary 5.2.7 If x is an infinite cardinal and |X,| < k for all a < K
then |Ua<ﬁ Xa| < K.



5.2 Cardinal arithmetic 71

The proof is left as an exercise.
Corollary 5.2.8 A finite union of finite sets is finite.

The proof is similar to that of Corollary 5.2.6 (use Proposition 5.2.2).
For a set A let A< = J,_, A" Thus A<¥ is the set of all finite
sequences with values in A.

Corollary 5.2.9 If k is an infinite cardinal, then |k<%| = k.

Proof It is easy to prove, by induction on n < w, that || = k for every
0 <n <w. So, by Corollary 5.2.7,

HS’KQH‘: < k. O

U

n<w

Corollary 5.2.10 |Q| = |Z| = w.

Proof Clearly w = |N| < |Z| < |Q]. To see that |Q| < w it is enough to
show that |Q| < |2 X w X w|, since 2 X w X w| =2Qw®w = w. So let
f:2xwxw— Q be defined by f(i,m,n) = (—1)in’$1. It is easy to see
that f is onto Q. O

Theorem 5.2.11 |R| = |2¢¥| = |P(w)| = ¢.

Proof |2¥| = 2¥ = ¢ by the definition of ¢. |2¥| = |P(w)| was proved in
(5.2). The equation |R| = |2¢]| is proved by two inequalities.

The first inequality |2¢| < |R] is established by a one-to-one function
f: 2% — R defined by

flag,a1,...)) =Y 32na+n1.

n<w

(The range of f is Cantor’s classical “ternary” set; see Section 6.2.)

To see that |R| < |2¥| define a one-to-one function g: R — P(Q) by
g(r) ={q € Q: ¢ < r} (i.e., g(r) is the Dedekind cut associated with r).
So

R < [P(Q)] = [29] = 21% = 2. 0

Theorem 5.2.12 If X\ and k are cardinal numbers such that A > w and
2 < K <\ then k* = 27,
In particular, \* = 2> for every infinite cardinal number X.
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Proof Notice that
2 Cc R A CP(AX ).

Hence
22 <M KA S P(A X A)| = 28 = 2R =2, 0
Theorem 5.2.13 If s, A\, and p are cardinals, then
R =A@kt and  (RMF = RMOF

Proof It follows immediately from the following properties:

ABYO) ~ (AB) x (A9) for BNC =0, (5.7)

and
(AP)C =~ AB*C, (5.8)
Their proof is left as an exercise. O

For a set X and a cardinal number x define

[X]=" ={A e P(X): |[A] <&}, [X]"={AeP(X): Al <k},

(X" ={A e P(X): |A] =&}

Proposition 5.2.14 For every infinite set X and nonzero cardinal k < | X|
I[X]7] = [[X]="| = |X]*~.
Proof Define 1: X* — [X]<F by ¢(f) = f[k]. Since v is clearly onto,
and [X]* C [X]=F, we have
X)°] < |[X]5"] < 1),
To finish the proof it is enough to show that |X|* < [[X]"].

To prove it define ¢: X* — [k x X]" by ¥(f) = f. Clearly ¢ is one-to-
one. Hence

(XJ® =X
< lwx X7
= |llw > X% (5.9)
=[x
= X7, (5.10)
where equations (5.9) and (5.10) follow from the fact that |Y| = |Z| implies
[[Y]*| = |[Z]"|, which is left as an exercise. O

We will finish this section with the following important fact.
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Theorem 5.2.15 The family C(R) = {f € R®: f is continuous} has car-
dinality continuum.

Proof Define a function R: C(R) — RY by R(f) = f|g- By the density of
Q@ in R and the continuity of our functions it follows that R is one-to-one
(see Section 3.3). Hence

CR)| < [RY| = [R|I® = |2¢[* = (29)° = 28 = 2.

The other inequality is proved by a one-to-one function ¢: R — C(R), where
c(a): R — R is a constant function with value a. (]

EXERCISES

1 Use the definitions of cardinal arithmetic operations and Theorem 5.1.8
to prove (5.3) and (5.4).

2 Prove Proposition 5.2.2. Hint: Show by induction on n that m +n < w
and mn < w. Then use Exercise 1 from Section 5.1.

3 Prove that the relation < defined in the proof of Theorem 5.2.4 is a
well-ordering relation on A x A.

4 Prove Corollary 5.2.7.
5 Complete the proof of Theorem 5.2.13 by proving (5.7) and (5.8).

6 Complete the proof of Proposition 5.2.14 by showing that Y| = |Z]
implies |[Y]*| = |[Z]"| for every sets Y and Z and any cardinal number k.

7 A real number r is an algebraic number if there is a polynomial p(z)
with rational coefficients such that p(r) = 0. Show that the set A C R
of all algebraic numbers is countable. Conclude that the set R\ A of all
nonalgebraic real numbers has cardinality continuum.

8 A function f: R — R is a Baire class-one function if there exists a
sequence f,: R — R of continuous functions such that f,, converges to f
pointwise, that is, such that lim, o fn(z) = f(z) for every € R. Find
the cardinality of the family B; of all Baire class-one functions.
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5.3 Cofinality

We say that a subset A of an ordinal number « is unbounded in o if A has
no strict upper bound in «, that is, when there is no v € «a with £ < ~
for all £ € A. It is also easy to see that A C « is unbounded in a when
a=J{¢+1: &€ A} or when

Vy<a3dleA(y<9).

For an ordinal number « let cf(«) be the smallest ordinal number
such that there exists a function f: 8 — « with the property that f[3] is
unbounded in «. Such a function f is called a cofinal map (in «). The
number cf(a) is called the cofinality of a. Thus f: 8 — « is cofinal in « if

Veeadnep(E< fn)

and
cf(a) = min{f3: there is a cofinal map f: § — a}.

Notice that
cf(a) < a for every ordinal number «,
since the identity map is a cofinal map. Also,
cf(a+1) =1 for every ordinal number «,

since f: 1 — a+1, f(0) = q, is cofinal in a+ 1. Tt is also easy to see that
if cf(a) = 1 then « has a greatest element. Thus cf(«) = 1 if and only if
cf(a) < w if and only if « is a successor ordinal.

We will be interested mainly in cofinalities of limit ordinal numbers.

Lemma 5.3.1 For every ordinal number o there is a strictly increasing
cofinal map f: cf(a) — a.

Proof For « a successor ordinal the map just shown works.
If o is a limit ordinal and g: c¢f(a) — « is a cofinal map, define by
transfinite induction on n < cf(«)

f(n) = max q g(n), | J (F(€) +1)

£<n

Clearly f(&) < f(&§) + 1 < f(n) for every £ < n < cf(a). Thus f is strictly
increasing.
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The fact that
f(n) € a for every n < cf(a) (5.11)

is proved by induction on n < cf(«). If for some i < cf(«) condition (5.11)

holds for all £ <7 then f(n) = max{g(n),U¢,(f(§) + 1)} < a. But f(n)
can’t be equal to « since otherwise the restriction of f to 1 would be a

cofinal map in « and this would contradict the minimality of cf(«). Thus
n < cf(a). Condition (5.11) has been proved.
Finally, f is cofinal in « since for every £ € « there is an n < cf(a) with

§<g(n) < f(n). O
Corollary 5.3.2 cf(cf(a)) = cf(a) for every ordinal number a.

Proof Let f: cf(cf(a)) — cf(a) and g: cf(a) — « be strictly increasing
cofinal maps. Then g o f: cf(cf(a)) — « is also cofinal, since for every
& < «a there exist 1 € cf(a) with £ < g(n) and ¢ € cf(cf(a)) with n < f(Q),
s0

£ <g(n) <g(f(Q) = (g0 f)C).
>c

Thus, by the minimality of cf(«), we have cf(cf(a)) > cf(a). So cf(cf(a)) =
cf(a). O

An ordinal number « is regular if it is a limit ordinal and cf(a) = a.

Theorem 5.3.3 If a is a reqular ordinal number then « is a cardinal num-
ber.

Proof Put 8 =|cf(«)|, and choose a bijection f: 8 — cf(«) and a cofinal
function g: cf(a) — a. Then (gof): f — «is cofinal in «, since (go f)[5] =
glf18]] = glcf(a)]. Hence, by minimality of cf(a), cf(a) < 8 = |cf(a)]. O

Proposition 5.3.4 w is regular.

Proof It follows easily from Corollary 5.2.8. (]

Theorem 5.3.5 7T is reqular for every infinite cardinal number k.

Proof Let o < k™ and f: @ — 7. Then |a| < k and |f(€)| < & for every
§ < a. Hence [Ug,[f(§) +1]| < x since a union of < x sets of cardinality
< £ has cardinality < s (see Corollary 5.2.7). Thus U,_,[f(§) +1] # ¥,
that is, cf(k™) # a for every a < k™. So cf(kT) = k™. O

One of the most useful properties of regular cardinals is given in the
following proposition.
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Proposition 5.3.6 If A is a regular cardinal, A C A\, and |A| < X then
there is an o < A such that A C a.

Proof Let 8 = Otp(A4) and let f: 8 — A C X be an order isomorphism.
Notice that 8 < cf(N), since |8] = |[A] < A = cf(A). So the set A = f[f]
cannot be unbounded in A. This implies the existence of an a < A such
that £ < a for all £ € A. Thus A C «a. O

Another useful fact is the following.
Proposition 5.3.7 If a < w; is a limit ordinal, then cf(a) = w.

The proof is left as an exercise.
We will finish this section with the following cardinal inequality.
Theorem 5.3.8 For every infinite cardinal k

cf(k)

K > K.

Proof Let f: cf(k) — & be a cofinal map and let G: k — xF(%). We will
show that G is not onto (%),
Define h: cf(k) — & by

h(@) = min(r\ {G(§)(a): § < f(a)})

for o < ¢f(x). Such a definition makes sense, since [{G(§)(a): & < f(a)}] <
|f(a)] < k. But for every £ < k there exists an o < cf(x) such that
¢ < f(), that is, such that h(a) # G(§)(«). Hence h # G(§) for every
¢ <k and h &€ GlK]. O

Corollary 5.3.9 cf(c) > w.

Proof Assume, to obtain a contradiction, that cf(c) = w. Then ¢f(9) =
(2¥) = 2¢ = ¢, contradicting Theorem 5.3.8. O

EXERCISE

1 Prove Proposition 5.3.7.
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Chapter 6

Subsets of R"

6.1 Strange subsets of R" and the diagonal-
ization argument

In this section we will illustrate some typical constructions by transfinite
induction. We will do so by constructing recursively some subsets of R"
with strange geometric properties. The choice of geometric descriptions of
these sets is not completely arbitrary here — we still have not developed
the basic facts concerning “nice” subsets of R™ that are necessary for most
of our applications. This will be done in the remaining sections of this
chapter.

To state the next theorem, we will need the following notation. For a
subset A of the plane R? the horizontal section of A generated by y € R
(or, more precisely, its projection onto the first coordinate) will be denoted
by AY and defined as AY = {z € R: (z,y) € A}. The vertical section of A
generated by = € R is defined by A, = {y € R: (z,y) € A}.

We will start with the following example.

Theorem 6.1.1 There exists a subset A of the plane with every horizontal
section AY being dense in R and with every wvertical section A, having
precisely one element.

Proof We will define the desired set by induction. To do so, we will first
reduce our problem to the form that is most appropriate for a recursive
construction.

The requirement that every horizontal section of A is dense in R tells
us that A is “reasonably big.” More precisely, the condition says that
AY N (a,b) # O for every a < b and y € R. Therefore if we put F =

79
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{(a,b) x {y}: a,b,y € R & a < b} then we can restate it as
ANJ #0 for every J € F. (6.1)

The requirement that every vertical section of A has precisely one point
tells us that A is “reasonably small.” It can be restated as

[AN[{z} xR]|=1 for every z € R. (6.2)

The idea of constructing A is to “grow it bit by bit” to obtain at the
end a set satisfying (6.1), while keeping approximations “reasonably small.”
More precisely, by transfinite induction on £ < ¢, we will define a sequence
((me, ye): € < ) such that Ay = {(ze, ye): € < ¢} satisfies (6.1) and has the
property that |AgN[{z} x R]| < 1 for every x € R. It is enough, since then
the set A = Ao U {(z,0): Ao N [{z} x R] = 0} satisfies the theorem.

To describe our construction of the sequence, notice first that |F| = ¢,
since ¢ = |R| < |F|] < |R3| = ¢. Let {Je: £ < ¢} be an enumeration of
the family F. If for some £ < ¢ the sequence ((z¢,yc): ¢ < &) is already
defined, choose

(we,ye) € Je \ | J{zch xR (6.3)
¢<g
The choice can be made, since for every £ < ¢ we have |J¢| = |[R| = ¢ >

€] > ’Jf N [U<<£{:c¢} X R} . So, by the recursion theorem, the sequence

({(me, ye): € < ¢) exists. (More precisely, we define (x¢, ye) = f(€) = h(f¢)
where the oracle function h is defined implicitly by formula (6.3). Explicitly,
h({{zc,yc): ¢ < &) is defined as C(Je \ {{z¢,y¢): ¢ < &}), where C' is a
choice function from the family P(R?)\ {0}.)

It is clear that Ay = {(z¢,ye): & < ¢} satisfies (6.1), since for every
J € F there exists a { < ¢ such that J = Jg and (x¢, ye) € AoNJe = AgNJ.
It is also easy to see that the choice as in (6.3) implies that every vertical
section of Ay has at most one point. O

The proof of Theorem 6.1.1 is a typical example of a diagonalization
technique. In order to prove the theorem we had to find for every J € F
a point (zj,ys) € J that would belong to a future set A. The choice was
supposed to be done while preserving at every step the property that no
two points chosen so far belong to the same vertical line. In order to prove
the theorem we listed all elements of F and made our construction, taking
care of each of its elements one at a time, using the fact that we still had
“enough room” to make our choice. This technique of making inductive
constructions by listing all important objects for the desired property and
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then taking care of each of them one at a time is called the diagonalization
technique. It is typical for such constructions that the inductive step is
possible because of some cardinal argument similar to the one given earlier.
The preservation part, like that mentioned before, is usually the hard part
of the argument.

The next theorem, due to Mazurkiewicz (1914), is very similar in char-
acter to Theorem 6.1.1.

Theorem 6.1.2 There exists a subset A of the plane R? that intersects
every straight line in exactly two points.

Proof Let {L¢: & < ¢} be an enumeration of all straight lines in the
plane R2. By transfinite induction on ¢ < ¢ we will construct a sequence
{Ag: € < ¢} of subsets of R? such that for every & < ¢

(I) Ag has at most two points;
(P)  Ue¢<¢ Ac¢ does not have three collinear points;
(D) UCS& A, contains precisely two points of L.

Then the set A = UE <c A¢ will have the desired property. This is the
case since the preservation condition (P) implies that every line contains
at most two points of A, while the diagonal condition (D) makes sure that
every line L contains at least two points from A. Thus, it is enough to show
that we can choose a set A satisfying (I), (P), and (D) for every & < «c.
This will be proved by induction on ¢ < ¢.

So assume that for some ¢ < ¢ the sequence {A¢: ¢ < £} is already
constructed. By condition (I) the set B = [J._ A¢ has cardinality < «,
being a union of |£| < ¢ many finite sets. Similarly, the family G of all lines
containing two points from B has cardinality < |B?| < ¢. Notice that by
the inductive assumption (P) the set B N L¢ has at most two points. If
it has precisely two points put A¢ = () and notice that (P) and (D) are
satisfied. If BN L¢ contains less than two points then L¢ intersects every
line from G in at most one point. Thus L N|YG = ULeg Le N L has at
most |G| < ¢ many points.

Choose A¢ C L¢ \ |G to have two elements if BN Le = () and to have
one element if B N L¢ has one point. It is easy to see that conditions (P)
and (D) are satisfied with either choice of A¢. The construction has now
been completed. O

The next theorem is yet another example of a geometric problem solved
with help of the recursion theorem. In this theorem a circle in R? is un-
derstood to be a set of points forming any nontrivial circle in any plane
in R3.
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Theorem 6.1.3 R? is a union of disjoint circles.

Proof We have to construct a family C of subsets of R? such that (1) each
C € C is a circle, (2) the family C covers R3, and (3) different elements of
C are disjoint. We will construct the family C as {C¢: £ < ¢} by induction
on ¢ < c¢. For this, the natural approach is the following. Choose an
enumeration {pg: & < ¢} of R, and for each pg choose a circle C¢ such that
pe € Ce. This certainly would take care of (2); however, then we could not
keep circles disjoint: For pe € Cy \ {po} the circles Cy and C¢ would not
be disjoint. Thus we have to settle for a slightly weaker condition: We will
choose C¢ such that

(D) pe € UCS€ Ce.

This is the “diagonal” condition that will imply that C covers R3. However,
we have to make the choice in such a way that circles in C are pairwise
disjoint. We will do this by assuming that for each £ < ¢ the circles
constructed so far are pairwise disjoint and we will choose C¢ preserving
this property. More precisely, we will choose C¢ such that the following
“preservation” condition is satisfied:

(P) C¢ ﬂUC<€ Ce=0.

Evidently, if we could construct C = {C¢: § < ¢} such that conditions (D)
and (P) are satisfied for every £ < ¢, then C would be the desired family of
circles.

On the other hand, the recursion theorem tells us that we can find such
a sequence (C¢: € < ¢) as long as the family of all circles C¢ satisfying (D)
and (P) is nonempty for every £ < c. (Since then the choice function will
work as an oracle function.)

So assume that for some ¢ < ¢ the sequence {C;: ¢ < £} is already
constructed satisfying (D) and (P). We will prove that there exists a circle
C¢ satisfying (D) and (P).

If pe & U<<5 C¢ define p = pe. Otherwise, choose an arbitrary point
pE RS\U4<5 C¢. This can be done since for every straight line L in R3 the
set LN ¢ Cc = Up<¢(LNC;) has cardinality less than continuum, being
a union of less than continuum many finite sets L N C¢. We will choose C¢
containing p and satisfying (P). To do this, take a plane P containing p that
does not contain any of the circles C¢ for ¢ < £. This can be done since
there are continuum many planes passing through p and there are only
< €| < ¢ many planes containing circles from {C¢: ¢ < {}. Now notice
that the plane P intersects each circle C¢ in at most two points. Thus the
set S = P NJc.¢ Cc has cardinality less than continuum. Fix a line L in
P containing p and let Cy be the family of all circles in P containing p and
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tangent to L. Notice that different circles from Cq intersect only at the
point p. Thus there is a circle C¢ € Cq disjoint from S. This finishes the
inductive construction and the proof. ([l

If in the previous three theorems the reader got the impression that we
can construct a subset or a partition of R™ with almost arbitrary paradox-
ical geometric properties, the next theorem will prove that this impression
is wrong.

Theorem 6.1.4 The plane R? is not a union of disjoint circles.

Proof Assume, to obtain a contradiction, that there is a family F of
disjoint circles in R? such that R? = |JF. Construct, by induction on
n < w, a sequence {Cp,: n < w} of circles from F in the following way:
Start with an arbitrary circle Cy € F and in step n 4+ 1 choose a circle
Ch+1 € F that contains the center ¢, of circle C,,.

Notice that if 7, is the radius of C), then |c,q1 — | = rog1 < 70 /2.
Thus (¢,: n < w) is a Cauchy sequence. Let p = lim,_, ¢,. Then p
belongs to the closed disk D,, bounded by C,, for every n < w. So p cannot
belong to any circle C), since it belongs to D, 1, which is disjoint from C,.

Now let C' € F be such that p € C. Then C # C,, for every n < w. But
if n < w is such that r, is smaller than the radius of C' then C N C, # 0.
This contradicts the choice of F. O

The next theorem shows that a simple diagonalization may lead to
messy multiple-case considerations. In the theorem R? will be considered
as a vector space. In particular, A + r will stand for the algebraic sum of
aset ACR?and r € R?, that is, A+r={a+r:a€ A}.

Theorem 6.1.5 There is a subset A of R? that intersects every one of its
translations in a singleton, that is, such that the set (A+r)NA has precisely
one element for every r € R%, r £ 0.

Proof Enumerate R? \ {0} as {r¢: & < ¢}. We will define, by induction
on ¢ < ¢, the sequences (ag € R?: £ < ¢), (be € R?: £ <), and (A¢: £ <)
such that for every & < ¢

(D) Ae={ac: ¢ <&PU{b: ¢ <E&h
(D) be —ag =rg;

(P) ifa,b,a’,b/ € A¢ are such that b—a =0 —a’ # 0 then ¢ = o’ and
b=1"b.

Before we describe the construction notice that A = (J;_. A¢ has the de-
sired properties: (A 4 7) N A has at least one element by the “diagonal”
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condition (D) for r = r¢, since bg € (A+7r¢)NA; it has at most one element
by the “preservation” condition (P), where we take r =b—a =10 —da'.

To make an inductive step assume that for some £ < ¢ the sequences
are already constructed. The difficulty will be to find points a¢ and b
satisfying (D) while preserving (P).

Let B = J..¢ A¢c. Notice that B satisfies (P).

IEBN(B+re)#0Dandbe BN(B+r¢) thena=0b—r¢ € B and we
can define a¢ = a and be = b. Condition (D) is satisfied by the choice of a
and b, and condition (P) holds, since A = B.

So assume that BN (B +1¢) = () and notice that if we find a¢ = = then
be = ag +r¢ = v +7¢ would be uniquely defined. Thus, it is enough to find
x guaranteeing satisfaction of (P). In order to find it we have to avoid the
situation

b—a=b—a #0 and b#1V, (6.4)

where a,b,a’,b’ € A = BU{z,x +r¢}. So take z,a,b,d’,b’ that satisfy
(6.4).

There are several cases to consider. First notice that by our inductive
hypothesis {a,b,a’,b'} N {z,x +re} # 0.

In the first group of cases we assume that all elements a,b,a’,b’ are
different. Then there are the following possibilities:

o {a,b,d,V'}N{z,x +re} = {z}. Then z = ¢+ d — e for some ¢,d,e €
B. To avoid this situation it is enough to take x outside the set S =
{c+d—e:c,d,e€ B}

o {a,b,a,V'}N{z,x+re} ={x+re}. Then x = c+d— e —r¢ for some
¢,d,e € B. To avoid this situation it is enough to take x outside the
set Sy ={c+d—e—r¢:c,dec B}

o {a,b,a,b'}n{x,x+re} ={z,x +re}.

If {a,b} = {z,x+r¢} then +re = V' —a’. However, this would contradict
the fact that BN (B + r¢) = (0. Similarly {z,2 + r¢} cannot be equal
to {a’,b'}, {a,a’}, or {b,V'}.

If {z,x+7re} ={a, bV} or {z,z+r:} = {d,b} then 2z = ¢+ d — r¢ for
some c¢,d € B. To avoid this situation it is enough to take z outside the
set Ss ={(c+d—r¢)/2: ¢,d € B}.

The second group of cases consists of the situations in which some of
the elements a, b, a’,b’ are equal to each other. It is easy to see that there
are only two possibilities for such equations: b = ¢’ and a = /. Moreover,
these equations cannot happen at the same time. Thus assume that a’ = b
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and that the other elements are different (the case when a = ¥/ is identical).
Then 2b =a +b'.

All the cases when b ¢ {x,z + r¢} are identical to those previously
considered. So assume that b € {x,z + r¢}. Then there are the following
possibilities:

e b=z Then 2z =a+1b'.

If 2+ re & {a,b'} then 22 = ¢+ d for some ¢,d € B. To avoid this
case it is enough to take z outside the set Sy = {(c+d)/2: ¢,d € B}.

If © +7¢ € {a,V'} then 2z = ¢+ x + r¢ for some ¢ € B. To avoid this
situation it is enough to take x outside the set S5 = {c+ r¢: ¢ € B}.

e b=x+re. Then 2z =a+b — 2.
If © ¢ {a,b'} then 22 = ¢ + d — 2r¢ for some points ¢,d € B. To
avoid this particular situation it is enough to choose x outside the set
Se ={(c+d—2r¢)/2: ¢,d € B}.
If x € {a,b'} then 2z = ¢+ x — 2r¢ for some ¢ € B. To avoid this case
it is enough to take x outside the set S7 = {¢ — 2r¢: ¢ € B}.

It is easy to see that each of the sets S; for i = 1,...,7 has cardinality
< |€]3 < ¢. Thus we can take z from the set R? \ UZ:1 S;. O

In all of the previous examples of this section we used preservation
conditions of finite character such as noncollinearity, finite intersections
of different circles, and so forth. This made obvious the fact that these
conditions were preserved when we took a union of previously constructed
sets. This approach, however, does not always work. For example, the next
theorem will state that R? is a union of countably many sets S; such that
no set S; contains two different points of rational distance apart. If we try
to prove this theorem starting with an arbitrary well ordering {p¢: £ < ¢}
of R? and at step ¢ try to add the point pe to some set S;, then already at
step w we might find ourselves in trouble — it might happen that for every
1 < w there is already an element p,, € S;, n < w, of rational distance from
Pw- If so, we could not assign p,, to any 5;. To solve these difficulties we
will proceed in a different manner, to be described subsequently.

We will start with the following easy but very useful lemma that will
also be used very often in the rest of this text. To state it, we need the
following definitions. Let F': X* — [X]=% for some k < w. We say that
a subset Y of X is closed under the action of F if F(yy,...,yr) C Y for
every y1,...,yx €Y. If f: X* — X then Y C X is closed under the action
of f if it is closed under the action of F', where F'(z) = {f(z)}. Finally, if
F is a family of functions from finite powers of X into either [X]<% or X
then Y C X is closed under the action of F if it is closed under the action
of F' for every F € F.
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Lemma 6.1.6 Let F be an at most countable family of functions from
finite powers of X into [X]=% or X. Then

(a) for every Z C X there exists a smallest subset Y of X closed under
the action of F and containing Z; this set, denoted by clx(Z), has
cardinality less than or equal to | Z| +w; in particular, | clg(Z)| = |Z]
for every infinite Z;

(b) if | X| = Kk > w then there exists an increasing sequence (Xq: o < K)
of subsets of X closed under the action of F such that X =, Xa,
| Xo| < K for all a < k, and X\ = .\ Xa for every limit ordinal
A < K.

a<

Proof In the proof we will identify functions f: X — X from F with
Fi X = [X]!, F(z) = {f(x)}.

(a) Let u = |Z| + w. Construct, by induction on n < w, an increasing
sequence (Z, € [X]|*: n < w) by putting Zy = Z and defining Z,, 11 as

ZnUU{F(zl,... JZm) FeF & domF =X" & (z1,...,2m) € Z'}.

Notice that |Z,+1| < p. This is the case since |Z,| < p and the second
set is a union of a family of sets of cardinality < w indexed by a set of
cardinality < |F| ® |Z,|<*¥ < p.

Define clx(Z) = U, <., Zn- Obviously Z C clx(Z) C X and |clz(Z)] <
i, as cly(Z) is a union of countably many sets of cardinality at most p.

To see that clg(Z) is closed under the action of F take F € F. If X™
is the domain of F' and z1,... 2, € clz(Z) then there is an n < w such
that z1,... ,2m € Zn, and so F(21,... ,2m) C Zny1 C clx(2).

In order to prove that clz(Z) is the smallest subset of X closed under the
action of F and containing Z let Y be another such set. Then Zy =Z C Y
and by an easy induction we can prove that Z,, C Y for every n < w. So
cr(Z) =Upew Zn C Y.

(b) Enumerate X as {z¢: £ < x} and define X, = clr({ze: § < a}).
Then the equation X = (J,., Xq is obvious and |X,| < |a] +w < & for
a < k follows immediately from (a). The two other conditions are simple
consequences of the fact that clz(Z) is the smallest subset of X containing
Z and being closed under the action of F. (]

The next theorem is due to Erdés and Hajnal (Erdés 1969).
Theorem 6.1.7 There is a countable partition {S;: i < w} of R? such

that the distance between any two different points of the same set S; is
irrational.
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Proof By induction on k = |X| we are going to prove that every set
X C R? can be decomposed as described in the theorem.

So let X C R? be such that |X| = x and suppose that the foregoing
statement is true for every Y C R? of cardinality < x. We have to prove
the statement for X.

If kK < w then the statement is obvious, since we can put every element
of X in a different set S;. So assume k > w.

For every p,q € Q define F,,: (R?)? — [R?]<% by
Fpy(z,y) ={= e R?: e — 2z =p & |y — 2| = q}.

Notice that indeed F,,(z,y) € [R*]<* since it has at most two points. Let
F = {Fpq: p,qg € Q} and let X = |J,., Xo, where (Xo: a < k) is a
sequence of subsets closed under the action of F as in Lemma 6.1.6(b).

We will define a decomposition of X into sets S; by defining g: X — w
and S; = g71(i). (Thus the function g tells us that an element r € X is
put into Sy(,y.) The function g must have the property that

if g(x) =g(y) for different z,y € X then |z —y|€ Q. (6.5)

We will define the function g inductively on the sets X, for a < k.

Assume that for some 8 < k the function g is already defined on each
X, for all & < . If B is a limit ordinal, then ¢ is already defined on
Xg = L_JO(<ﬁ X, and it is easy to see that it satisfies property (6.5). Assume
that 3 is a successor ordinal, say 3 = a+ 1. Then g is defined on X,. We
have to extend our definition to the set Z = X411 \ Xq.

Since |Z| < |Xa+1| < & we can find a function h: Z — w satistying
(6.5). We might try to define g on Z as h. However, this might not work,
since for z € Z there might be an z € X, such that |z — z| € Q. But
X, is closed under the action of F. Thus for every z € Z there is at most
one z, € X, such that |z — z,| € Q. So we will define g on Z such that
for every z € Z and h(z) = n we have g(z) € {2n,2n + 1}. Then g|z will
satisfy (6.5), as h did. Now it is enough to choose g(z) different from g(z,),
if x, exists, and arbitrarily otherwise. O

It can be proved also that R™ can be decomposed as in Theorem 6.1.7
for all n € N. However, the proof for n > 2 is considerably more difficult.

The last theorem of this section is due to Sierpinski (1919). Although
its proof is essentially easier that those of previous theorems it has its
own flavor — the set constructed in the theorem exists if and only if the
continuum hypothesis is assumed.
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Theorem 6.1.8 The continuum hypothesis is equivalent to the existence
of a subset A of R? with the property that

|AY| <w and |(R2\A)r’§w
for every x,y € R.

Proof =-: First assume the continuum hypothesis ¢ = w; and let < be a
well ordering of R of type w;. (To find it, take a bijection f: R — wy and
define = < y if and only if f(z) < f(y).) Define A = {{z,y): v < y}.

Now AY = {z € R: (z,y) € A} = {z € R: z < y} is an initial segment
of a set with order type wj, so it has cardinality < wj, that is, < w.
Similarly,

(R*\A), = ({{z,y) eR*: (z,y) € A})s
= ({{(z,y) eR*:y <)),
= {yeR:y=<uz}

is an initial segment of a set with order type wy, that is, has cardinality
<w.

<: Assume that |R| = ¢ > w; and let A C R? be such that |4Y| < w for
every y € R. We will show that the complement of A has an uncountable
vertical section.

Let Y C R be such that |Y| = w; (if f: ¢ — R is a bijection, take
Y = flw]). Let X = J,cy AY. Then [X| < w; as it is a union of wy sets
of cardinality < w;. Take z € R\ X. Then (z,y) € A for every y € Y,
since z ¢ AY. Hence {z} x Y C R*\ A and so Y C (R?\ A),. Therefore
|(R2\ A)g| > w1 > w. O

EXERCISES

1 Complete the proof of Lemma 6.1.6(b) by showing that for every limit
ordinal A\ < wy the set X, = Ua</\ X, is closed under the action of F as
long as every X, is closed under the action of F for a < A.

2 Prove that R3\ Q3 is a union of disjoint lines.

3 Generalize Theorem 6.1.3 by proving that R? is a union of disjoint circles
of radius 1.

4 Modify Mazurkiewicz’s theorem (Theorem 6.1.2) by proving that there
exists a subset A of the plane R? that intersects every circle in exactly three
points.
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5 Modify Sierpinski’s theorem (Theorem 6.1.8) by proving that the contin-
uum hypothesis is equivalent to the following statement: There exist sets
A, A1, Ay C R3 such that R? = Ay U A; U Ay and

H(zo,z1,22) € Aj: =z} <w

for every i < 3 and = € R.
Try to generalize this and Theorem 6.1.8 to R™ for all 1 < n < w. Prove
your claim.

6 (Challenging) Prove the following theorem of Ceder: There is a decom-
position {S;}; <, of R? with no S; spanning an equilateral triangle. Remark:
It is also possible to find a decomposition {S; };<., of R? with no S; spanning
an isosceles triangle. This has been proved recently by Schmerl.

6.2 Closed sets and Borel sets

In what follows we will concentrate on the topological structure of R™.
Recall that Q™ is a countable dense subset of R™ and that the family
B ={B(p,e): p € Q" & € € Q} of open balls forms a countable base for
R™, that is, for every open set U in R™ and every p € U thereisa B € B
such that pe B C U.

A point p of a subset P of R" is an isolated point of P if there is an
open set U (in R™ or in P) such that U N P = {p}. A subset S of R" is
discrete if every point of S is isolated in S. A nonempty closed subset F
of R™ is said to be perfect if it has no isolated points.

We will start this section with a study of the structure of closed subsets
of R™. For this we will need a few theorems that are of interest in their
own right.

Theorem 6.2.1

(i) Ewvery family U of pairwise-disjoint open subsets of R™ is at most
countable.

(ii) Ewery discrete subset S of R™ is at most countable.
(i) If o is an ordinal number and {S¢: & < a} is a strictly increasing

(decreasing) sequence of open (closed) sets in R™ then « is at most
countable.

Proof (i) Define f: U \ {0} — Q" by choosing f(U) € U N Q" for every
U € U. Then f is one-to-one, and so |U| < |Q™| + 1 = w.
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(i) For every s € S let s > 0 be such that SN B(s,2r,) = {s} and
let Y = {B(s,rs): s € S}. Notice that B(s,rs) N B(t,r;) = 0 for distinct
s,t € S. Thus, by (i), U is at most countable. Hence |S| < [U| < w.

(iii) We assume that ¢ = {S¢: £ < a} is a strictly increasing sequence
of open sets. The argument for the other case is essentially the same.

To obtain a contradiction assume that « is uncountable. Thus o > w;.
For £ < wy choose ¢ € Seyq \ Se¢ and let Be € B be such that z¢ € Be C
Se+1. Then the set X = {x¢: & < w1} is uncountable, since z¢ # x¢ for
¢ < £ < wy. But the function f: X — B, f(x¢) = B, is one-to-one, since
for { <& < wr, x¢ € Be\ Be, that is, Be # B:. However, this is impossible,
since it would imply wy = |X| < |B| = w.

This contradiction finishes the proof. O

Theorem 6.2.2 For an ordinal number o the following conditions are
equivalent:

(i) a<w;

(ii)  there exists an S C R well ordered by the standard relation < of order
type a.

Proof (ii)=-(i): Assume, to obtain a contradiction, that for some o > wy
there exists an S C R with order type a. Let h: @ — S be an order iso-
morphism and define Ug = (h(£),h({ + 1)) for £ < w;. Then {Ug: £ <wn}
is an uncountable family of nonempty, open, and pairwise-disjoint subsets
of R. This contradicts Theorem 6.2.1(i).

(i)=(ii): For the other implication we will prove the following fact by
induction on o < wy:

(x) for every a,beR with a <b there exists an S C [a,b) with Otp(S)=a.

For o = 0 the condition is clearly true. So let 0 < o < w; be such that
(%) holds for all 8 < a. We will show that (x) holds for .

Take a,b € R with a < b. If « = 4+ 1 is an ordinal successor, pick ¢
with @ < ¢ < b and S C [a,c) with Otp(S) = 8. This can be done by the
inductive assumption. Then SU{c} C [a,b) and Otp(SU{c}) = 8+1 = a.

If @ is a limit ordinal, then cf(a) < a < wy and cf(«) is infinite. So
cf(a) = w. Let {a,, < a: n < w} be a strictly increasing sequence that is
cofinal in o with ag = 0. Find a strictly increasing sequence a = ag < a1 <
coo < ap < -+ < b (for example, put a, =b—[(b—a)/(n+1)]). For every
n < w choose S,, C [an, ant1) with Otp(Sy,) = Otp(apa1\ ). This can be
done by the inductive hypothesis, since Otp(a,4+1 \ @) < apg1 < a. Put
S = U,<w Sn- Then S C [a,b). Moreover, if f: (ans1 \ @n) — Sy is an
order isomorphism then f = J,, ., fn: @ — S is also an order isomorphism,
that is, Otp(S) = a. Condition (%) has been proved for every a < w;.

Now (%) clearly implies (ii). O
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Theorem 6.2.3 Every perfect subset P of R™ has cardinality continuum.

Proof Clearly |P| < |R"| = ¢. Thus it is enough to show that |P| > c.
Before we prove it we notice the following easy fact.

(A) If R C R™ is perfect, U C R™ is open, and RNU = RNcl(U) # ()
then RN cl(U) is perfect.

Clearly RN cl(U) is closed. Also, p € RN cl(U) cannot be isolated since
otherwise there would exist an open set W C R™ with the property that
{p}=RNAU))NW =(RNU)NW =RN(UNW) and the set UNW
would show that p is an isolated point of R.

Now let p;: R* — R be the projection onto the ith coordinate. If
there exists an ¢ < n such that |p;[P]| = ¢, then |P| > ¢. So, to obtain a
contradiction, assume that

(B) |pi[P]| < ¢ for every i < m.
Notice also that
(C) if R C P is perfect, then there are disjoint perfect sets Ry, Ry C R.

To see it, let ¢ < n be such that p;[R] contains two numbers a < b. By (B)
we can find 7 € (a,b) \p;[R]. Then, by (A), the sets Ry = RNp; *((—o0,7])
and Ry = RN p;*([r,00)) are disjoint and perfect.

Now we construct a family {P; C P: s € 2<¢} of perfect bounded sets
by induction on the length |s| of a sequence s.

We put Py = P N Ja,b]™, where a < b are chosen in such a way that
Py # 0 and a,b € R\{J,.,, ps[P]. This can be done by (B). So PN (a,b)” =
P Na,b]™. In particular, Py is compact and, by (A), perfect. We will
continue the induction, maintaining the following inductive condition to be
satisfied for every s € 2<%,

(I) Py and Py are disjoint perfect subsets of P,

where s0 and s1 stand for the sequences of length |s| + 1 extending s by 0
and 1, respectively. We can find such sets by (C).

Now notice that for f € 2¢ the sets Py, for k < w form a decreas-
ing sequence of nonempty compact sets. Thus, the sets Py = (., Pf|.
are nonempty. Notice also that the sets Py and P, are disjoint for dif-
ferent f,g € 2¥. To see this, let k = min{i € w: f(i) # ¢g(i)}. Then

{f(k),g(k)} = {0,1} and

PfﬂPgCPf‘k+lﬂPg = sOmPﬂ:@,

[k+1

where s = f|r = glx-
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Let ¢: 2¥ — P be such that ¢(f) € Py (this is a choice function). Then
1 is clearly one-to-one and so |P| > . O

The induction constructions of the preceding proof are often referred
to as tree constructions, since T = 2<% is called a tree. (We imagine
every s € T as a “tree-branching point,” where the tree is splitting into s0
and sl.)

For F C R™ we denote by F’ the set of all limit points of F, that is, all
points of cl(F') that are not isolated. Clearly F'\ F” is equal to the set of
all isolated points of F.

Now we are ready to prove the following theorem characterizing closed
subsets of R™.

Theorem 6.2.4 (Cantor-Bendixson theorem) Every uncountable, closed
subset F' of R™ can be represented as a disjoint union of a perfect set P
and an at most countable set C.

Proof By induction on a < wy we construct a sequence {F,: o < wy} of
closed subsets of R™ by defining:

Fp=F F\= ﬂ F: for A < wy, A a limit ordinal,
E<A

and
Fa+1 = (Fa)/-

The sequence {Fy,: o < w1} is decreasing and formed of closed sets. It
can’t be strictly decreasing by Theorem 6.2.1(iii). Thus there exists an a <
wy such that F,, = F,4+1. This means that F,, does not have any isolated
points, that is, F,, is either perfect or empty. But F\ Fo, = Us_,(Fp\Fp41)
and every set Fg \ Fgr1 = Fp \ (Fp)' is discrete, so, by Theorem 6.2.1(ii),
it is at most countable. Hence F'\ F,, is a union of || < w sets, each of
which is at most countable. Therefore C = F'\ F, is at most countable,
and P = F,, = F'\ C cannot be empty. So P is perfect. O

Corollary 6.2.5 The cardinality of a closed subset of R™ is either equal
to continuum or is at most countable.

Theorems 6.2.3 and 6.2.4 tell us the properties that closed subsets of
R™ must have. Can we tell anything more? Exercise 1 shows that we
cannot expect much improvement in the case of Theorem 6.2.4. But what
about Theorem 6.2.37 How can perfect sets look? They can certainly be
formed as a union of some number of closed intervals. But for such sets
Theorem 6.2.3 is obvious. Are there any other perfect sets? The affirmative
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answer is given by a set C' C R to be constructed and known as the Cantor
set (or Cantor ternary set). It is constructed as follows.

First, we define the family {I; C P: s € 2<“} of closed intervals by
induction on the length |s| of s. We put Iy = [0,1]. If the interval I, =
[as, bs] is already constructed, we remove from it the middle third interval,
and define I,y and I as the left interval and the right interval, respectively,
of the remaining two intervals, that is, Iso = [as,as + (bs — as)/3] and
Iy = [bs — (bs — as)/3,bs). Put Cp, = U{Is: |s| = n}. Thus C, is the
union of all 2" internals of length 1/3™ constructed at step n. Notice that
[0,1] = Cp D C; D -+ and that each C,, is closed, being a finite union of
closed intervals. We define C' =, _, Cy.

The set C' is clearly closed and nonempty. To see that it is perfect, let
p € C and let J be an open interval containing p. Then there is an s € 2<%
such that the interval I, (of length 1/3!*) contains p and is contained in J.
Let j < 2 be such that p ¢ I,;. Since CNIg; =, (CrnNIsj) is nonempty,
being the intersection of a decreasing sequence of nonempty compact sets,
we conclude that C N J # {p}. So C is perfect.

Notice also that C' does not contain any nonempty interval. This is so
since for any interval J of length € > 0 we can find an n < w such that
1/3™ < e. But C, is a union of intervals of length 1/3™ < e. So J ¢ C,,
and J ¢ C since C' C C,.

Finally, it is worthwhile to mention that C' is the set of all numbers
from [0, 1] whose ternary representations do not contain the digit 1, that
is,

C = {;gﬁz cde {o,z}w}.

This will be left without a proof.

To define Borel subsets of topological spaces we need the following def-
initions. A family A C P(X) is a o-algebra on X if A is nonempty and
closed under complements and under countable unions, that is, such that

(i) 0,X € A
(i) if A€ Athen X\ A€ A;
(iii) if A € A for every k < w then {J,_,, Ax € A.

Notice also that every o-algebra is also closed under countable intersections,
since

) A =X\ |Jx\ 4.

k<w k<w
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Examples For every nonempty set X the following families form o-algebras:

(1) A={0,X},

(2) A=PX),

8) A={AeP(X):|Al <kor|X\A| <k} for any infinite cardinal .
Notice that for every F C P(X) there is a smallest o-algebra o[F] on

X containing F, namely,

olF] = n{A CPX): FC A& A isaoc-algebraon X}. (6.6)

In particular, for every topological space (X, 7) we define the o-algebra Bor
of Borel sets by Bor = o]r].
It is obvious from the definition that the following sets are Borel:

e (s sets, that is, the countable intersections of open sets;
e [, sets, that is, the countable unions of closed sets;

e (s, sets, that is, the countable unions of G sets;

e [ s sets, that is, the countable intersections of F, sets;

and so on.

Is an arbitrary subset of a topological space (X, 7) Borel? The answer to
this question depends on the topological space. For example, in a discrete
space (X, P(X)) every set is open and hence Borel. This is, however, quite
an exceptional example and more often P(X) # Bor. We will not approach
this question in general. However, we will address it in the case of R™.

To shed more light on the structure of Borel sets, define inductively the
following hierarchy of sets for a topological space (X, 7):

®=r

So=9 JE\Ap:Ape |J =f forall k<wy for 1<a<w.
k<w 0<fB<a

Define also
M ={X\A: AeX%} for 0<a<uw.
Thus

23: UAkIAkG U H% for all £k <w for 1 <a<uw.
k<w 0< <
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It is very easy to prove, by induction on 0 < o < wq, that
¥O % € Bor for every 0< a < w;. (6.7)
Notice that I1{ is equal to the family of all closed subsets of X, X9 = F,,
Hg = Gg, Eg = Ggg, and Hg = Fms.

From now on we will assume that X = R”. In particular, any closed
subset F' of R™ is G, as

F=(Y{zeR":3yeF (dyz)<1/(k+1)}= () J Bw1/(k+1)).

k<w k<wy€eF
Similarly, every open set in R™ is F,,. Hence
¥ c ¥y and TIY C 9. (6.8)
Using these inclusions it is not difficult to prove
Proposition 6.2.6 For every 0 < f < a < w;
Ly Cxl), Oycly, spcl, Mc).

Proof Inclusion H% C XY follows immediately from the definition of %Y.
Now, to see E% C Y notice that

Aex)=R"\AclljCcX) = AcI.
We prove
E%CZ&, H%CHg for every 0< f <«
by joint induction on . So assume that for some 1 < 7 < w; this condition
holds for every a < v and let 0 < § < 7. We have to prove that ¥ C Zg

and IT C T19.
But then Uy_s 15 € Ug., I3, and so

D=9 U A Ave T p U Ak Ape TG 5 =55,
k<w B<6s k<w B<y
Now Hg C Hg follows from
Aclly=>R"\AeXicx) = Acl.

Proposition 6.2.6 has been proved. ([
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Theorem 6.2.7 The family Bor of Borel subsets of R™ is equal to

Bor = U ¥ = U .

0<a<w; 0<a<w;

Proof First notice that Proposition 6.2.6 implies

U == U m.

0<a<wy 0<a<wy

Let F denote this set. Notice also that (6.7) implies that F C Bor. Since
F contains the topology 7 of R™ it is enough to show that F is a o-algebra,
since Bor = o[r] is the smallest o-algebra containing 7. Thus we have to
prove that F is closed under complements and countable unions.

If A€ F then A € X0 for some 0 < a < wy. Hence R" \ A € IIY C F.

If Ay € F for k < w then for every k < w there exists 0 < o < wy such
that Ay € Hgk. But w; = w™ is regular, so there exists an o < w; such
that ap < a for every k < w. Hence

0 0
A eIld, C U I
0<fB<a

for every k < w, and so J,_, Ar € B9, C F. O

Theorem 6.2.8 The family Bor of all Borel subsets of R™ has cardinality
continuum.

Proof First we will prove by induction that
0| = 2% =¢ forevery 0< a < w;. (6.9)

Equation |[IT% | = |29 | is established by a bijection f: X9 — II9 defined by
f(A) = X \ A. Next we will prove that |%9| = ¢. The inequality |¥9] =
|7] < ¢ is justified by a surjective function f: P(B) — 7, f(U) = JU,
where B is a countable base for R™. The inequality |7| > ¢ follows from the
facts that the base B contains an infinite subfamily G of pairwise-disjoint
sets and that f restricted to P(G) is one-to-one, while |P(G)| = ¢.

Now assume that for some 1 < o < w; we have |H%| = |E%| = ¢ for all
0 < B < a. We have to prove |¥0| = c.

But, by the inductive hypothesis, |Uﬁ<a H%| = ¢ since it is a union

of |a] < wy < ¢ sets of cardinality ¢. Moreover, F': (U,8<a H%) — 0
defined by F((Ag, A1,...)) = U, <., An is onto X2, so

sl (Um) |=|Um =@
B<a B<a
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Since ¢ = |X9] < |XY|, condition (6.9) has been proved.
Now, by Theorem 6.2.7, Bor = [y, <o, %0 is a union of w; < ¢ sets of
cardinality ¢, that is, it has cardinality continuum. (I

Corollary 6.2.9 There is a non-Borel subset of R™.

Proof By Theorem 6.2.8 we have
PR = 2"l = 2 > ¢ = | Bor|,
that is, P(R™) \ Bor # 0. O

We will construct some explicit examples of non-Borel sets in the next
section.

EXERCISES

1 For a closed set F' C R let {F,: o < w1} be a sequence from the proof
of Theorem 6.2.4. Show that for every o < w; there exists a closed subset
F C R for which Fyy1 # F,.

2 Prove that the family o[F] defined by (6.6) is indeed a o-algebra on X.
3 Show that Theorem 6.2.7 remains true for an arbitrary topological space.

4 Prove the following generalization of Lemma 6.1.6.
Let X be a set and let F be a family of functions of the form f: X% —
X, where a < w. If |F| < ¢ then for every Z C X there exists a Y C X
such that
(i) ZcCY;

(ii) Y is closed under the action of F, that is, for every f: X¢ — X from
F and S € Y™ we have f(S) € Y;

(i) Y] < |2+

Notice that this fact (used with X = P(R"), Z = 7, and F composed
of countable unions and complements) implies Theorem 6.2.8.

5 Prove that every uncountable Borel subset of R contains a perfect subset.
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6.3 Lebesgue-measurable sets and sets with
the Baire property

To construct the most useful o-algebras we need the following definitions.

Recall, from Section 2.1, that a nonempty family Z of subsets of a set
X is an ideal on X if it is closed under the subset operation and under
finite unions, that is, such that

(i) if A,BeZthen AUBET;
(ii) ifAeZand BC Athen BeZ.

An ideal 7 is said to be a o-ideal if it is closed under countable unions,
that is, if

(i) Upew Ar € T provided Ay € 7 for all k < w.

The elements of an ideal on X are usually considered as “small” in some
sense.

Examples 1. Z = {(} is a o-ideal on every set X.

2. For every A C X the family 7 = P(A) forms a o-ideal on X. In the
case when A = X we obtain Z = P(X). This ideal does not agree with our
intuitive notion of a family of small sets. Thus, usually we will work with
the proper ideals on X that is, the ideals that are not equal to P(X).

3. For every infinite cardinal number s and every set X the family Z =
[X]<" is an ideal on X. For k = w this is the ideal of finite subsets of X.
For cf(k) > w it is also a o-ideal. Notice also that for x = wy this is the
ideal [X]=* of at most countable subsets of X.

4. For every topological space (X, ) the family N'D of all nowhere-dense
subsets of X (i.e., the subsets S of X such that int(cl(S)) = 0) is an ideal
on X.

5. For a topological space (X, 7) the family

M= { U Ay Ap is nowhere dense in X}

k<w

is a o-ideal on X. If X = R™ (or, more generally, X is a complete metric
space or a compact space) then, by the Baire category theorem, M is
proper. If moreover X does not have any isolated points, then [X]=% C M.
The ideal M is usually called the ideal of Meager (or first-category) subsets
of X.

6. For m-dimensional Euclidean space R™ we say that X C R" is a
(Lebesgue) measure-zero set or a null set in R™ if for every € > 0 there
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is a family of open balls { B(zx,7): k < w} such that X C (J, ., B(zk, %)
and ), _ 7y <e. The family

N={X CR": X isanull set in R"}

forms a proper o-ideal in R™ called the o-ideal of (Lebesgue) measure-zero
sets or null sets.

The ideals M and N on R™ are of main interest in real analysis. It is
easy to see that every countable set belongs to both M and A. Also, for
n = 1, the Cantor set C' (see Section 6.2) is in MNN. It belongs to M since
it is closed and does not contain any nonempty open interval. It belongs
to A since the total length of intervals forming C,, D C'is 2" 5 = (%)”

In what follows we will study o-ideals M and A from the set-theoretic
point of view. It is worthwhile to notice, however, that both these ide-
als measure “smallness” in a very different sense. Ideal M describes the
smallness in a topological sense whereas N does so in a measure sense. The
difference between these two “smallness” notions is best captured by the
following example.

Proposition 6.3.1 There exists a dense Gs set G C R™ such that G € N
and R"\ G € M.

Proof Recall that Q™ is a countable dense subset of R™. Let {gi: k < w}
be an enumeration of Q™. For m < w let

G = | Blar, 270/
k<w

and let G =, ., Gm-

G € N since for every € > 0 there exists an m < w with 2-(m~1) < ¢
and

G CGm = Blage, 27"/,
k<w
while Y2, _ [27(mFR)/n]" = 2=(m=1) < ¢,
To see that R™ \ G € M notice that

R'\G=R"\ (| Gn= ] R"\Gpn)

m<w m<w

and each of the sets R™\ G, is closed and nowhere dense, since G, is open
and dense. O
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To continue our journey through the special subsets of R™ we need the
following definitions and constructions. For a o-ideal Z on a set X define
a binary relation ~z on P(X) by

A~z B AAB€eT.
Notice the following easy facts.

Proposition 6.3.2 Let T be a o-ideal on X.
(i) For every A,B C X,

A~z B if and only if A\D =B\ D for some D €T.

(ii) ~z is an equivalence relation on P(X).
(iii) If A~z B then X\ A~z X\ B.
(iv) If Ap ~z By for every n <w then |, ., An ~7 U, B

Proof (i) If A~z Bthen D = AAB €7 and A\ D = B\ D. Conversely,
if A\D = B\ D for some D € 7T then AABC D €Z.

(ii) Tt is easy to see that A ~7 A and that A ~7 B implies B ~7 A for
every A,B C X. Now, if A ~z B and B ~7 C then A\ D = B\ D and
B\E = C\E forsome D, E € Z. So A\(DUE) = B\(DUE) = C\(DUE)
and DUFE €Z. So A~z C.

(iii) If A ~7 B then A\D = B\ D for some D € T and so (X\A)\D =
(X\B)\ D. Hence X \ A ~7 X \ B.

(iv) Let A,, B, C X be such that A, ~z B, for every n < w and let
D,, € T besuch that A,\D,, = B,\D, forn <w. ThenD =J,,., D, €Z
and so U,, ., An \ D = U,,, Bn \ D. Therefore |J,,_,, An ~7 U, <, Bn- O
Theorem 6.3.3 Let T be a o-ideal on X and let A C P(X) be nonempty.
The family

A[Z)={AAD: Ac A& D eI}

forms a o-algebra on X if and only if
(1) X\ Aec AL for every A€ A, and
(2)  Upcw An € A[Z] provided A, € A for every n < w.

In particular, if A is a o-algebra on X then A[Z] is a o-algebra generated
by AUT.
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Proof The implication = as well as the additional part of the theorem
are obvious. To prove the other implication we have to prove that A[Z] is
closed under complements and under countable unions. First notice that

C~rB&BeAlZ] = C € AZ], (6.10)

since B € A[Z] implies that B ~7 A for some A € A, so C ~z A and
C = AAD € A[Z], where D = AAC € 1.

Now, if B = AAD for some A € Aand D € Z then BAA € 7 and, by
Proposition 6.3.1(iii), X\ B ~z X\ A. But, by our assumption, X\ A € A[Z]
and so, by (6.10), X \ B € A[Z].

Similarly, if B,, = A, AD,, for some A,, € Aand D,, € 7 then B,AA,, €
T and, by Proposition 6.3.1(iv), U,, ., Bn ~7 U, <, An- Since U, ., An €
A[Z], condition (6.10) implies that |J,__ By € A[Z]. O

The most important o-algebras on R™ generated as in Theorem 6.3.3
are the o-algebras £ = Bor[N] of Lebesgue-measurable sets and the o-
algebra Baire = Bor[M] of sets with the Baire property, where Bor stands
for the o-algebra of Borel subsets of R™. Both these families are very rich.
In fact, without use of the axiom of choice we cannot prove the existence
of a subset of R™ that does not have the Baire property. A similar theorem
for the family £ of all measurable sets can also be proved.

In what follows we prove that there is a subset of R™ that is nonmea-
surable and does not have the Baire property. For this, however, we need
some structural theorems about Baire and L.

n<w

Theorem 6.3.4 Baire = 7[M] ={UAM: U is open in R" and M € M}.

Proof This follows immediately from Theorem 6.3.3 since a union of open
sets is open and since for every open set A its complement F' = R™ \ A
is closed, and F = int(F) U (F \ int(F')), where F \ int(F) is closed and
nowhere dense. O

The similar characterization for £ is more complicated and is given by
the next theorem.

Theorem 6.3.5 For every A € L there exists an F, set F and a Gs set
G such that F C AC G and G\ F € N.
In particular,

L = {GAN:G isGs inR" and N € N'}
{FAN:F isF, inR" and N € N'}.
The property described in this theorem is called the regularity of the

family £ and is a basic fact about Lebesgue measure. We will leave it here
without proof (see, e.g., Royden 1988).
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Theorem 6.3.6 If A € L\N or A € Baire\ M then there exists a perfect
set P such that P C A.

Proof First assume that A € L\N. Then, by Theorem 6.3.5, there exists
an F, set I such that F € Aand A\ F € N. Thus F € L\ N. Let
F=, <w Fn, where the sets F), are closed in R". Notice that at least one
of the sets Fj,, must be uncountable, since otherwise F' would be at most
countable and then it would belong to A/. So let F}, be uncountable. Then,
by the Cantor-Bendixson theorem (Theorem 6.2.4), there is a perfect set
PCcF,CFCA

Now assume that A € Baire\ M and let A = UAS for some nonempty
open set U and S € M. Let S =/, ., Sn for some S,, € ND.

As in Theorem 6.2.3 we will use a “tree-construction” argument to
define a family {Us; C U: s € 2<¥} of nonempty open sets; that is, the
construction will be done by induction on the length |s| of a sequence s.

We choose a bounded Uy such that cl(Uy) C U \ Sy and continue the
induction, maintaining the following condition to be satisfied for every
s € 2%v;

(I) Usp and U,y are open balls such that

Cl(Uso) N Cl(Usl) = @, CI(USO) U CI(US1) C Us \ S|S‘

To make an inductive step assume that Uy is already constructed. Since
cl(Sjs)) € N'D we have U, \ cl(S|5|) # () and we can find two open disjoint
balls in U, \ cl(S|s). Decreasing their radii, if necessary, we can satisfy
condition (I). This completes the construction.

Now let F,, = U{cl(Us): s € 25, |s| = n} and F =, Fn. By
our construction, ¥ C U and F, NS, = @ for every n < w. Hence,
F CcU\S C A. Also, each of the sets F}, is compact, being a finite union of
closed bounded sets. Thus F' is compact. To finish the proof it is enough to
show that F' is uncountable, since then, by the Cantor-Bendixson theorem,
there is a perfect set P C F C A.

To see this, for every f € 2% consider a set Fy = [, cl(Uy,) C
F. Notice that, by Theorem 3.3.1, each set Fy is nonempty. Note also
that the sets {Fy: f € 2} are pairwise disjoint. Indeed, if f,g € 2¢
are different, n = min{i < w: f(i) # g(@)}, and s = f|, = g|, then
FrNFy C cl(Ugo) Ncl(Us1) = 0. Now let ¢: 2¢ — F be a choice function
for the family {Fy: f € 2¥}, that is, ¢(f) € Fy for every f € 2. Then c is
one-to-one and so |2¥| < |F|, proving that F' is indeed uncountable.

This finishes the proof. O

We conclude this section with the following two theorems.
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Theorem 6.3.7 There exists a set B C R™ such that neither B nor R™\ B
contains any perfect subset.

Proof First notice that the family F of all perfect subsets of R™ has
cardinality < ¢, since F C Bor and |Bor| = c.

Let F = {P:: £ < ¢}. By transfinite induction on & < ¢ define the
sequences (ag: € < ¢) and (bg: & < ¢) by choosing in step £ < ¢ points
ag # be from R™ such that

ag, be EPg\({act C<§}U{bgl C<§})

This can be done since

{ac: ¢ <& U{b: (<&} =20 <

and, by Theorem 6.2.3, |P¢| = ¢. This finishes the construction.

Now define B = {a¢: £ < ¢}. Then for every perfect set P there is a
& < ¢ such that P = P¢. Hence ag € PN B and bs € PN (R"\ B). Thus
P¢ Band P ¢ R"\ B. O

The set B from Theorem 6.3.7 is called a Bernstein set.

Theorem 6.3.8 A Bernstein subset B of R™ neither is measurable nor
has the Baire property.

Proof To obtain a contradiction assume that B € £. Then, by Theo-
rem 6.3.6, B € N. Similarly, R"\ B € £ and R"\ B € N. But then
R" = BU (R"\ B) € NV, which is false. So B & L.

The proof that B & Baire is exactly the same. O

EXERCISES

1 Show that there exists a Bernstein set B such that B + B = R, where
B+ B = {b0+b12 bo, b1 € B}

2 Show that there exists a Bernstein set B such that B + B is also a
Bernstein set.



Chapter 7

Strange real functions

This chapter is designed to help the reader to master the technique of
recursive definitions. Thus, most of the examples presented will involve
constructions by transfinite induction.

7.1 Measurable and nonmeasurable functions

Let B be a c-algebra on R™. A function f: R®™ — R is said to be a B-
measurable function if f~1(U) € B for every open set U C R. Notice that
if f is B-measurable then f~!(B) € B for every Borel set B C R. This is
the case since the family {B C R: f~!(B) € B} is a o-algebra containing
all open sets.

We will use this notion mainly for the o-algebras of Borel, Lebesgue-
measurable, and Baire subsets of R", respectively. In each of these cases
B-measurable functions will be termed, respectively, as Borel functions (or
Borel-measurable functions), measurable functions (or Lebesgue-measurable
functions), and Baire functions (or Baire-measurable functions). Clearly,
every continuous function is Borel-measurable and every Borel-measurable
function is measurable and Baire.

A function f: R™ — R is non-Borel (or non-Borel-measurable) if it
is not Borel. Similarly, we define non-Baire(-measurable) functions and
non-(Lebesgue- )measurable functions.

Also recall that the characteristic function X4 of a subset A of a set X
is defined by putting X4 (z) =1 if 2 € A and X4(x) =0 for z € X \ A.

The first theorem is a corollary to Theorems 6.3.7 and 6.3.8.

Theorem 7.1.1 The characteristic function Xg of a Bernstein subset B
of R™ is neither a measurable nor a Baire function. In particular, there
ezists a nonmeasurable, non-Baire function from R™ to R.

104
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Proof The set (Xg)~!({1}) = B neither is measurable nor has the Baire
property. (I

Let us recall that the Fubini—Tonelli theorem says that for a measurable
function f: R? — R that is either integrable or nonnegative we have

s () = ] (] )

where mo and m, stand for the Lebesgue measures on R? and R, respec-
tively, and f, f¥: R — R are defined by f.(y) = f(z,y) and f¥(z) =
f(x,y). The integrals [ ([ f, dmy) dmy and [ ([ f¥dmy) dm; are called
iterated integrals. Thus, the Fubini—Tonelli theorem tells us for measurable
functions what for the continuous functions is taught in every multivariate
calculus course: A two-dimensional integral is equal to both iterated inte-
grals. But what if the function f is nonmeasurable? Then we can’t talk
about the integral [[ fdms. However, it is still possible that both iterated
integrals exist. Must they be equal? The next theorem, due to Sierpinski
(1920), gives a negative answer to this question.

Theorem 7.1.2 If the continuum hypothesis holds then there exists a func-
tion f:[0,1]* — [0,1] such that [ fydmy =1 and [ fYdmy = 0 for all
z,y € [0,1]. In particular,

/(/f“dW) dmi =1 and /(/fydwh) dmy = 0.

Proof Let A be as in Theorem 6.1.8, put B = AN [0,1]?, and define
f = Xp. Notice that |BY| < w and |([0,1]? \ B).| < w for all z,y € [0,1].
Thus f¥(z) = 0 for all but countably many = € R, and so [ f¥dm; =
J0dmy = 0. Similarly, for every z € [0,1] we have f,(y) = 1 for all but

countably many y € [0,1]. Thus [ f, dm; = f[o yldmy = 1. O

A set B C [0,1]? for which the function f = Xp satisfies Theorem 7.1.2
is usually called a 0-1 set. Its existence is not equivalent to the continuum
hypothesis; that is, it might exist when the continuum hypothesis fails.
On the other hand, the existence of the function f from Theorem 7.1.2
cannot be proved in ZFC, which has been shown by H. Friedman (1980)
and, independently, by C. Freiling (1986).

EXERCISE

1 Prove that there exists a function f: R — R such that f=1(r) is a
Bernstein set for every r € R.
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7.2 Darboux functions

To motivate what follows let us recall one of the most fundamental theo-
rems of calculus — the intermediate value theorem. It tells us that every
continuous function f: R — R has the following property:

(DP) For every a < b and every number y between f(a) and f(b) there is
an = € (a,b) such that f(z) =y.

The functions satisfying property (DP) form an important class of functions
known as Darbouz functions. In particular, we say that a function f: R —
R has the Darbouz property (or is a Darboux function) if it satisfies property
(DP). Thus, the intermediate value theorem says that every continuous
function f: R — R has the Darboux property.

Not every Darboux function, however, is continuous. For example, the
function f(z) = sin(1/x) for x # 0 and f(0) = 0 is a discontinuous Dar-
boux function. The next theorem tells us that there are also everywhere-
discontinuous Darboux functions (that is, Darboux functions that are dis-
continuous at every point). For this we will need one more definition. We
say that a function f: R — R is strongly Darbouz if

(SD) for every a < b and every number y there is an z € (a,b) such that
fl@)=y.

Thus f is strongly Darboux if f[(a,b)] = R for every a < b. Clearly, every
strongly Darboux function is Darboux and everywhere discontinuous.

Theorem 7.2.1 There exists a strongly Darbouz function f: R — R. In
particular, f is Darbouz and everywhere discontinuous.

Proof The set A constructed in Theorem 6.1.1 is the graph of the desired
function f. O

The next theorem is a generalization of Theorem 7.2.1.

Theorem 7.2.2 Let G be a family of real functions, G C R¥, with |G| < c.
Then there exists a function f: R — R such that f + g is strongly Darbouz
for every g € G.

Proof Let F = {(g,I,7): g€ G & reR & I =(a,b) for some a < b}.
Then |F| = ¢, since ¢ = [R| < |F| < |G| ® |R3| = c. Let {(ge, Le,re): € < ¢}
be an enumeration of family F. By transfinite induction define a sequence
{z¢: € < ¢} such that

we € Ie \{z¢: ( <&}
Such a choice can be made since |I¢| = |R| = ¢ > [£] > [{z¢: ¢ < &} for
every & < c.
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Define f(z¢) = re — ge(xe) and extend it to all of R arbitrarily. Notice
that it has the desired property, since for every nonempty interval (a,b),
every r € R, and every g € G there exists a £ < ¢ such that (ge, I¢,re) =
(g, (a,b),r), and so

r=re = f(x¢) + ge(xe) € (f + ge)lle] = (f + 9)[(a,b)]. O

Notice that Theorem 7.2.2 generalizes Theorem 7.2.1, since we can as-
sume that the function that is identically zero belongs to G. In particular,
the function f in Theorem 7.2.2 can be chosen to be strongly Darboux.

Corollary 7.2.3 Let G be a family of real functions such that |G| < c.
Then there exists a (strongly) Darbouzx function f: R — R such that f + g
is (strongly) Darboux for every g € G.

Another way to look at Corollary 7.2.3 is to use the language of cardinal
functions as follows. Let D stand for the family of all Darboux functions
from R to R and let A(D) be the minimal cardinality of a family G for
which Corollary 7.2.3 fails, that is,

A(D) = min{|G|: Vf € R* Jg € G (f +9 ¢ D)}.

Notice that the set {|G|]: Vf € RR 3g € G (f + g € D)} is not empty,
since |R¥| = ¢© = 2¢ belongs to this set: For every f € R¥ there exists a
g € G = R® such that f + g is equal to any fixed function h, and such
that h can be chosen to be not Darboux. So A(D) < 2¢. In this language
Corollary 7.2.3 can be stated as follows:

¢ < A(D) < 2°. (7.1)

If 2° = ¢, which follows from the generalized continuum hypothesis, then
A(D) = 2°. However, this equation cannot be proved in ZFC alone. It
has been proved by K. Ciesielski and A. W. Miller (1994-5) that (7.1) is
essentially everything that can be proved in ZFC about A(D).

In what follows we will consider some other generalizations of Theo-
rem 7.2.1. We start by noticing that the sum of a Darboux function and
a continuous function does not have to be Darboux. To see it, modify the
proof of Theorem 7.2.2 to get a strongly Darboux function f such that
g(z) = f(z) — x is not Darboux, by choosing

ze € Ie \ ({ze: ¢ < &P U{re})

and defining f(z¢) = re. Then f(z¢) # x¢ and we can extend f to all of
R to have f(x) # « for all z € R. So g(x) = f(x) — x # 0 for every z € R
and Proposition 7.2.4, stated next, implies that g is not Darboux.
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Proposition 7.2.4 If f is strongly Darboux, then for every continuous
function g,

f+ g is strongly Darbouz iff f—+ g is Darbouz.

Proof Implication = is obvious. The other implication follows from the
fact that on any interval I = (¢,d), with ¢ < d, the continuous function
g is bounded, while f[I] = R. So f + g must be unbounded from below
and from above. In particular, for every y € R there exist A < y < B and
a,b € I such that (f + g)(a) = A and (f 4+ ¢g)(b) = B. Thus there exists
an x between a and b with (f + g)(z) =y, since f + g is Darboux. Hence
(f+9l]=R. O

The next theorem, due to Kirchheim and Natkaniec (1990-1), gener-
alizes the preceding observation. It concerns continuous nowhere-constant
functions, that is, continuous functions that are not constant on any open
nonempty interval.

Theorem 7.2.5 If the continuum hypothesis holds then there is a strongly
Darboux function f such that f + h is not Darbouz for every continuous
nowhere-constant function h.

Proof Let {he: € < ¢} be an enumeration of all continuous nowhere-
constant functions from R to R. Notice that for any such function & the
set h=1(r) is closed and nowhere dense for every r € R.

By Proposition 7.2.4 it is enough to find f: R — R such that

VE <cTre e RVz € R (f(x) + he(x) # re). (7.2)

For this we will construct sequences {z¢ € R: ¢ < ¢}, {ye € R: £ < ¢}, and
{re € R: £ < ¢} such that the function f defined by

fze) = ye (7.3)

is strongly Darboux and satisfies condition (7.2). As we know from Theo-
rems 7.2.1 and 7.2.2, it is relatively easy to construct the sequences {xz¢}
and {y¢} such that f defined by (7.3) is strongly Darboux. In previous
constructions, however, we did not have to worry about {z¢: & < ¢} be-
ing equal to R, since any extension of the part of f given by (7.3) was
still strongly Darboux. But this time, we also have to take care of condi-
tion (7.2), and the extension may fail to have this property. To avoid this
problem we will arrange our construction to have

{ze: &<} =R (7.4)

Now let S and T be subsets of ¢ of cardinality ¢. Let {s¢: £ € S} be an
enumeration of R and let {(I¢, t¢): & € T} be an enumeration of the family
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F={{t):t e R& I = (a,b) for some a < b}. To satisfy (7.4) it is
enough to have

(S1) ¢ =s¢ forevery £ € S.

To make sure that f is strongly Darboux it is enough to proceed as in
Theorems 7.2.1 and 7.2.2; that is, for every £ € T choose

ze € I\ {z¢: ( < &} (7.5)
and put
(T1)  ye =t

Notice, however, that for s¢ ¢ Ir conditions (S1) and (7.5) cannot be
satisfied simultaneously. To avoid this problem we will assume that the
sets S and T are disjoint. We can also assume that SUT = c.

Property (7.2) will hold if we construct the sequences in such a way
that for every & < ¢

VC < EVn <& (yy + hely) # 1e). (7.6)

To preserve this condition while constructing x¢, ye, and r¢ we will have
to choose r¢ such that y, + he(zy) # re for every n < &, that is, pick

() e € R\ {yy + he(ay): n < &},
and choose x¢ and y¢ such that
Ye + he(xe) #re for every (¢ <& (7.7)

Now for £ € T we have no freedom in choosing ye since, by (T1),
Ye = te. But to satisfy (7.7) it is enough to choose z¢ & [ ¢ hgl(rc — Ye).
Combining this with (7.5) we need only choose B

(T2)  wg € I\ ({oc: ¢ < UL (re — ye): ( < €}) for every € € T.

For £ € S, by (S1), we have z¢ = s¢. If ¢ = x¢ for some { < £ then, by
(7.3), we have to define

(82)  ye =y

But then conditions (7.6) and (7.7) will be preserved. On the other hand,
if z¢ # x¢ for every ¢ < &, in order to maintain (7.7) it is enough to choose

(S3)  ye € R\ {ry — hylze):n < &
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The foregoing discussion shows that the function f can be constructed
if we can construct the sequences {z¢ € R: § < ¢}, {yg € R: £ < ¢}, and
{re € R: £ < ¢} such that the following conditions hold for every £ < ¢

(*)  re € R\ {yn + he(zn): n < &}
(T1) wye=tefor £ €Ty
(T2) ¢ €l ({xgi ¢ < UULh e —ye): ¢ < 5}) for £ € T;

x¢ = s¢ for £ € S

v W
[N
— —

ye = y¢ for £ € S if x¢ = x¢ for some ¢ < §;

(
(
(S3)  ye e R\ {r¢e —he(xe): ¢ <&} for £ € S if xg # a¢ for all ¢ < &.

By the recursion theorem it is enough just to argue that such a choice is
always possible.

The possibility of the choices in (), (T1), (S1), (S2), and (S3) is obvi-
ous. The choice of z¢ in (T2) is possible by the Baire category theorem,
since the set {z¢: ¢ < f}UU{hc_l(rg —ye): ¢ < &} is of first category, being
an at most countable union of nowhere-dense sets (this is the place where
we used the continuum hypothesis!). O

It is worthwhile to mention that the conclusion of Theorem 7.2.5 is not
equivalent to the continuum hypothesis. Essentially the same proof works
with a weaker additional set-theoretic axiom, known as the additivity of
category, that the union of less than continuum many meager sets is still
a meager set (see Theorem 8.2.6). However, it has been recently proved
by Steprans (1993) that the conclusion of Theorem 7.2.5 is independent of
ZFC set theory.

EXERCISES

1 Show that every function f: C' — R on a nowhere-dense subset C' of R
can be extended to a Darboux function g: R — R.

Since there are nowhere-dense subsets C' of R of cardinality ¢, for ex-
ample, the Cantor set, conclude that the family D of Darboux functions
has cardinality 2°.

2 Generalize Theorem 7.2.5 to prove the following:

Let G be the family of all continuous functions from R to R such
that for every h in G there exists a nonempty open interval I
such that h is not constant on any nonempty open subinterval
of I. If the continuum hypothesis holds then there exists a
strongly Darboux function f such that f 4+ h is not Darboux
for every h € G.
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3 Show that if h is a continuous function with the property that every
nonempty open interval contains a nonempty open subinterval on which
h is constant then f + h is strongly Darboux for every strongly Darboux
function f.

Remark: There are continuous nonconstant functions with the property
just described. For example, if C is the Cantor set then we can define a
function h: [0,1] — R by h(z) = Y00z, /2", where > 07 z,,/3" =
max(C' N[0, z]) and x,, € {0,2}.

4 Find uncountable sets X, Y C R\ Q such that for every continuous
function f: R — R if f[X] C Y then f is constant.

5 Prove the following theorem of Sierpinski and Zygmund: There exists a
function f: R — R such that for every continuous function g: R — R the
set {z € R: f(z) = g(x)} has cardinality less than c. Hint: Use the fact
that every continuous function h: X — R, with X C R, has a continuous
extension h: G — R to a Gs set G C R. (This can be proved by noticing
that the set of all 2 € R for which the limit lim,_,, h(z) does not exist is
an F, set.)

7.3 Additive functions and Hamel bases

A function F': R — R is an additive function if F(x +y) = F(z) + F(y)
for every x,y € R. Every linear function F(x) = ax is clearly additive and
continuous, and it is quite easy to see that these are the only continuous
additive functions. However, there exist discontinuous additive functions.
The first example of such a function was constructed by Hamel, with the
use of a Hamel basis, that is, a linear basis of R over Q, which exists by
Theorem 4.4.1. For its construction we will need some easy facts.

For B C R let LINg(B) denote the smallest linear subspace of R over
Q containing B. Notice that LINg(B) can be obtained by closing set B
under the action of the family F of operations (x,y) — x + y and x — qz
for every ¢ € Q. Thus LINg(B) = cl#(B), where we are using the notation
of Lemma 6.1.6. In particular, Lemma 6.1.6(a) implies that

|[LINg(B)| = |B| +w for every B C R. (7.8)
From this we immediately conclude that
every Hamel basis H has cardinality continuum (7.9)

since LINg(H) = R.
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Proposition 7.3.1 If F': R — R is additive then it is linear over Q, that
18,
F(pz + qy) = pF(x) + qF (y)

for every p,q € Q and x,y € R.

Proof Let F': R — R be additive. Then F(0) + F'(0) = F(0+ 0) = F(0),
so

F(0)=0.
It is easy to prove by induction on n € w that F(nxz) = nF(z) for every
x € R. Since F(—z) + F(z) = F(—x 4+ z) = F(0) = 0, we have also that
F(—z) = —F(z). Therefore we conclude that

F(nz) = nF(x) for every z € R and n € Z.

In particular, for 0 < m < w we have mF (%x) =F (m%x) = F(z), that
is, F (Lt2) = LF(z). So

F(pz) = pF(x) for every € R and p € Q,

and F(px + qy) = F(px) + F(qy) = pF(x) + qF (y) for every p,q € Q and
xz,y € R. O

Theorem 7.3.2 If H C R is a Hamel basis then every function f: H — R
can be extended uniquely to an additive function F: R — R.

Proof Since every x € R has a unique representation x = q101+- - -+ ¢mbm
in the basis H (that is, by < --+ < by, are from H and ¢, ... ,qmn € Q\ {0};
see Section 4.4), we can define

F(z) = Z qi.f(bi). (7.10)

This function is clearly additive and extends f. Its uniqueness follows from
Proposition 7.3.1. (]

Corollary 7.3.3 There are additive discontinuous functions F: R — Q.

Proof Let H be a Hamel basis and let x € H. Define f: H — R by
putting f(z) =1 and f(y) =0 for y € H \ {z}. Extend f to the additive
function F. By (7.10) the range of f is equal to Q. Thus, F' cannot be
continuous, since it does not have the Darboux property. O

The function from Corollary 7.3.3 has a small (countable) range. It is
not difficult to modify the argument from Corollary 7.3.3 to get an additive
discontinuous function onto R. The next theorem shows that we can even
do a lot better than this.
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Theorem 7.3.4 There exists a Hamel basis H and a function f: H — R
such that f=1(r) is a Bernstein set for every r € R.

Proof First notice that if f: H — R is such that
FY(r)NnP #0 for every r € R and perfect set P C R

then f has the desired property, since the complement of each f~(r) con-
tains f~1(r + 1) and so it must also intersect every perfect set.

Let {(Pe,7¢): £ < ¢} be an enumeration of {P C R: P is perfect} x R.
We will construct, by induction on £ < ¢, a one-to-one sequence {x¢: & < ¢}
that is linearly independent over Q and such that z¢ € P¢ for every £ < ¢.

Notice that this will be enough to construct function f. To see it, extend
{z¢: & < ¢} to a Hamel basis (see Theorem 4.4.1). Define f(z¢) = r¢ for
¢ < ¢ and extend f arbitrarily to H. Then for every perfect set P C R
and every r € R there exists a { < ¢ such that (P,r) = (P, r¢), so that
f(z¢) =re =7 and z¢ € P; = P. Therefore f~1(r)N P # 0.

To make the sequence {z¢: £ < ¢} linearly independent over Q for every
& < ¢ we will choose

(i) @ € Pe\LINg({z¢: ¢ < &}).

The choice is possible since, by (7.8), |[LINg({z¢: ¢ < &})| = [§] +w <
¢. Thus, by the recursion theorem, we can find a sequence satisfying (i).
To finish the proof it is enough to show that the choice of x¢s from the
complement of LINg({z¢: ¢ < £}) makes the sequence {z¢: { < ¢} linearly
independent over Q. This part is left as an exercise. ([l

Corollary 7.3.5 There exists a nonmeasurable non-Baire additive func-
tion F': R — R that is strongly Darbouz.

Proof Let F be an additive extension of f from Theorem 7.3.4. Then
F~1(r) is a Bernstein set for every r € R. O

In fact it can be proved that every discontinuous additive function is
neither measurable nor Baire.

Corollary 7.3.6 There exists a Hamel basis H that is neither measurable
nor has the Baire property.

Proof It is enough to notice that the Hamel basis H from Theorem 7.3.4
is a Bernstein set.

It clearly intersects every perfect set. On the other hand, if a € H, then
a+H = {a+z: z € H} is disjoint from H. This is the case since otherwise
there would exist z,y € H such that a +x =y and so {a,z,y} C H would
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be linearly dependent. Thus a + H C R\ H. But a + H intersects every
perfect set P, since HN(—a+ P) # () for every perfect set P, the set —a+ P
being perfect. O

Notice that there are Hamel bases that are measurable and have the
Baire property (see Exercise 2).

Corollary 7.3.7 There exists a Hamel basis H such that |H N P| = ¢ for
every perfect set P.

Proof It is clear that the basis H from Theorem 7.3.4 has the desired
property, since HNP = UT,GR(ffl(r) N P) is the union of continuum many
nonempty disjoint sets. O

Next, we will construct an additive function F' whose graph is connected
as a subset of the plane. The graph of such a function is called a Jones
space.

Theorem 7.3.8 There exists a discontinuous additive function F: R — R
whose graph is connected.

Proof Let H be the Hamel basis from Corollary 7.3.7 and let F be
the family of all closed subsets P of the plane such that p[P] contains
a perfect set, where p is the projection of the plane onto the z-axis. Let
{P¢: € < ¢} be an enumeration of F. Define, by induction on § < ¢, a
sequence {(z¢,ye) € R?: £ < ¢} such that

(i) @€ (HNp[Pe]) \{z¢: ¢ < &Y,
(i)  (ze,ye) € Pe.

The choice as in (i) can be made, since |H N p[P:]| = c.

Now define f(z¢) = ye and extend f to H in an arbitrary way. Let F' be
the additive extension of f. We will show that the graph of F' is connected.

To obtain a contradiction assume that the graph of F' is not connected.
Then there exist disjoint open subsets U and V of R? such that U N F #
0 #AVNFand FCUUV. Let P=R2\ (UUV). We will show that
PN F # (), which will give us the desired contradiction.

If P € F then there exists a £ < ¢ such that P = P, and so (z¢,ye) €
P:NF = PNF. Thus it is enough to prove that P € F. Clearly, P is
closed. So we have to show only that

p[P] contains a perfect subset.
In order to prove it we first show that there exists an = € R such that

Un({z} xR)£0#Vn{a} xR). (7.11)
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To obtain a contradiction, assume that (7.11) is false. Then the sets U; =
p[U] and V; = p[V] are disjoint. But they are open in R, since the projection
of an open set is open. They are clearly nonempty, since U and V are
nonempty. Finally, U3 UV; = p[U UV] D p[F] =R, that is, sets U; and V4
violate the connectedness of R. Condition (7.11) has been proved.

Now let zg € R be such that U N ({zo} x R) # 0 # VN ({x0} x R)
and let y1,y2 € R be such that (zg,y1) € U and (xg,y2) € V. Then there
exists an open interval I = (a,b) containing xg such that I x {y;} C U
and I x {y2} C V. But for every x € I the interval J, = {x} X [y1, 2]
is a connected set intersecting both U and V. Thus J, must intersect P
as well, since it is connected. Therefore {z} = p[J, N P] C p[P] for every
x € I, that is, p[P] D I. This finishes the proof that P € F. O

We will finish this section with following theorem of Erdés and Kakutani
(1943).

Theorem 7.3.9 The continuum hypothesis is equivalent to the existence
of a countable partition {Hy,: n < w} of R\ {0} such that every H, is a
Hamel basis.

In the proof of the theorem we will use the following two lemmas, the
first of which is due to Erdés and Hajnal (Erdés 1978-9). They are also
very interesting in their own right.

Lemma 7.3.10 If f: Ax B — w, where |A| = wy and |B| = w1, then for
every n < w there exist By € [B]"™ and Ay € [A]“2 such that f(ag,by) =
flay,by) for every ag,a; € Ag and bg, by € By.

Proof Fix n < w. First we will show that
Va € A3B, € [B]" 3m, <w Vb € B, (f(a,b) =my). (7.12)

To see this, notice that for every a € A the sets SI* = {b € B: f(a,b) = m}
form a countable partition of an uncountable set B. Thus there is an
m = m, for which the set S7* is uncountable and any n-element subset B,
of ST satisfies (7.12).

Now let F': A — [B]™ x w be such that for every a € A the pair
F(a) = (Bq, mg) satisfies (7.12). The set [B]™ x w has cardinality w;, so
there exists (Bg, m) € [B]™ x w such that Ag = F~1(By, m) has cardinality
wo. But then, if a; € Ay for ¢ < 2 then F'(a;) = (By, m) and

flai,b) =mg, =m

for every b € B,, = By. So the sets Ap and By have the desired property.
O
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Notice that Lemma 7.3.10 can also be expressed in the following graph-
theoretic language. Let A and B be disjoint sets of cardinality wo and w1,
respectively, and let G = (V, E) be the bipartite graph between A and B,
that is, V= AUB and E = {{a,b}: a € A & b € B}. Then for any n < w
and any coloring f: E — w of the edges of graph G there are Ay € [A]*2
and By € [B]™ such that the subgraph Gy = (49 U By, ENP(Ap U By)) of
G generated by Ag U By is monochromatic, that is, the coloring function f
is constant on the edges of Gj.

Lemma 7.3.11 Assume that ¢ > wy and let H € [R]“2. Then for every
partition {Hp: n < w} of R there exist n < w and disjoint sets Ay € [H]*?
and By € [H]? such that

a+0be€ H, foreverya€ Ay and b € By.

Proof Choose disjoint A € [H]*? and B € [H]*“'. Define f: Ax B - w
by
f(a,b) =m if and only if a+b € H,,.

Then the sets Ay and By from Lemma 7.3.10 used with f and n = 2 have
the desired properties. O

Proof of Theorem 7.3.9 <: Let H be any Hamel basis and suppose that
there exists a partition {H,: n < w} of R\ {0} into Hamel bases.

To obtain a contradiction assume that ¢ > w;. Then |H| = ¢ > wsy so
we can choose Ag and By as in Lemma 7.3.11. Take different ag, a1 € Ag
and by, b1 € By. Then the numbers z;; = a; + b; for 7,j € 2 are different
and belong to the same H,,. However,

xoo — 10 = (ap + bo) — (a1 + bo) = (ag +b1) — (a1 + b1) = zo1 — x11,

contradicting the fact that xqg, z10, 01,211 € Hy, are linearly independent
over Q.

= Let {z¢ € R: £ < w1} be a Hamel basis and for every & < w; define
Le = LINg({z¢: ¢ < &}). Notice that Le C L, for £ < n < wy, that
Ly = Ugcy Le for limit A < wy, and that L,, = R (compare this with
Lemma 6.1.6). Thus the sets {L¢r1 — Le: € < wq} form a partition of
R\ Ly =R\ {0}. For every £ < wy choose a bijection f¢: Ley1 — Le — w
and let f =, fe. Then f: R\ {0} — w. Let H, = ft(n).

The sets {H,: n < w} form a partition of R\ {0}. To finish the proof
it is enough to show that every H,, is a Hamel basis.

So choose n < w and let {z¢} = (Ley1 — Le) N f71(n) for £ < wy. It is
enough to prove that

Ly = LINg({z¢: ¢ <n}) (7.13)
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for every n < wi, since then H, = {z¢: £ < ¢} spans R and {z¢: { < ¢}
is linearly independent by Exercise 1. Condition (7.13) can be proved by
induction on 7 < w;. So let @ < w; be such that (7.13) holds for every
n <a.

If « is a limit ordinal then

Lo = |J Ly = | LINg({z¢: ¢ < n}) = LINg({a¢: ¢ < a}).

n<a n<a

If a = n+ 1 then L, = LINg({z¢: ¢ < n}) and

{zy} ULINg({z¢: ¢ <n}) = {zy} ULy C Lyt

so LINg({z¢: ¢ <n+1}) C Lyta.

To prove the other inclusion, recall that =, € L,y — L,. Therefore
Ty = q2n + ZKm q;b; for some q,qo,... ,qgmn—1 € Q and bg,... ,byp_1 €
{x¢: ¢ < n}. Moreover, g # 0 because x, & L,, = LINg({z¢: ( <n}). So

1

Zy = a <$n - Z Qibi> € LINQ({.’Eci ¢<n+ 1})
i<m

Now {z,} U L, C LINg({z¢: ¢ < n+ 1}), and so we can conclude that

L,7+1 C LINQ({.’L‘<Z C<n+ 1}) O

EXERCISES

1 Complete the proof of Theorem 7.3.4 by showing that if {z, € R: £ < ¢}
is such that z¢ ¢ LINg({z¢: ¢ < &}) for every € < ¢, then {z € R: £ < ¢}
is linearly independent over Q.

2 Let C C R be the Cantor set. Show that there is a Hamel basis contained
in C. Since C is nowhere dense and has measure zero, it follows that Hamel
bases can be measurable and have the Baire property. Hint: Use the fact
that C + C = {a+b: a,b € C} contains the unit interval [0, 1].

3 Let ~ be an equivalence relation on R defined by x ~ y if and only if
x—y € Q. If V is a selector from the family of all equivalence classes of
~ then V is called a Vitali set. It is known that any Vitali set is neither
measurable nor has the Baire property.

Construct a Vitali set V' such that

(@) V+V=R
(b) V +V is a Bernstein set.

4 Prove that the graph of any additive discontinuous function F': R — R
is dense in R2.
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7.4 Symmetrically discontinuous functions

This section is motivated in part by the following generalization of the con-
tinuity of real functions. A function f: R — R is said to be symmetrically
continuous at the point x € R if

Jim 7z = )= Sz +h)] =0,

that is, if for every € > 0 there exists a d > 0 such that
(0,d) € 5%,

where S; = {h > 0: |f(zx —h) — f(x + h)| < ¢e}. A function f: R — R is
symmetrically continuous if it is symmetrically continuous at every point
xzeR.

Clearly, every continuous function is symmetrically continuous. The
converse implication is not true, since there are symmetrically continuous
functions that are not continuous in the usual sense. For example, the
characteristic function X(o, of a singleton set {0} is symmetrically contin-
uous and discontinuous at 0. However, symmetrically continuous functions
cannot behave too badly in this respect: It can be proved that the set of
points of discontinuity of a symmetrically continuous function must be of
first category and have measure zero.

The study of symmetrically continuous functions is an important sub-
ject in real analysis, motivated by Fourier analysis. In this section, how-
ever, this notion serves merely as a motivation, since we will study here the
functions that are not symmetrically continuous.

It is easy to find a function that is not symmetrically continuous. For
example, a characteristic function of any nontrivial interval is symmetri-
cally discontinuous at the endpoints of that interval. In fact, it is also not
difficult to construct a function f: R — R that is nowhere symmetrically
continuous. Such a function must have the property that for every x € R
there exists an € > 0 such that

Vd > 03h € (0,d) (|f(x —h) — f(z+ h)| > e), (7.14)
or, equivalently, such that
(0,d) ¢ Sz for every d > 0. (7.15)

To get such an example define f as the characteristic function Xy of any
dense Hamel basis H. Notice that such a basis exists by Theorem 7.3.4. To
see that Xy is nowhere symmetrically continuous, take x € R, € € (0,1),
and an arbitrary d > 0. We have to find A € (0,d) with the property
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that [Xg(x —h) —Xg(x 4+ h)| > €. So let g1by + -+ + ¢nb, be a repre-
sentation of x in basis H. Then, by the density of H, there exists a
be HN(x—d,z)\ {b1,...,b,}. Pick h = . —b. Then h € (0,d) and
Xg(x —h) = Xg(b) = 1. On the other hand, Xg(x +h) =0 as x + h =
2 —b=2q1by +---+2¢,b, —b & H. Therefore |[Xg(z—h) —Xg(x+h)| =
1>e.

Considerations of how badly nowhere—symmetrically continuous func-
tions can behave led several people! to to ask whether there exists a func-
tion f satisfying (7.14) with the quantifiers Vd > 0 3h € (0, d) replaced by
the reversed quantifiers 3d > 0 Vh € (0, d), that is, whether there exists a
function f: R — R such that for every x € R there exists an € > 0 with

d>0YV0< h<d(|f(x—h)— flx+h)|>e),
or, equivalently, such that
(0,d)N S: =0 for some d > 0.

Replacing € and d by their minima, we can rephrase this problem by asking
whether there exists a function f: R — R such that

(x) for every x € R there exists a d > 0 with
(0,d) NS¢ =0, (7.16)

where S¢ = {h > 0: |f(z — h) — f(z + h)| < d}.

A function f satisfying (x) will be called a uniformly antisymmetric func-
tion.

The existence of uniformly antisymmetric functions can be inferred from
the following theorem due to Ciesielski and Larson (1993-4).

Theorem 7.4.1 There exists a partition P = {P,,: n € N} of R such that
for every x € R the set

Se=J{h>0:2-haz+hep} (7.17)
neN
1s finite.

Before proving this theorem, we first show how to use it to construct a
uniformly antisymmetric function.

Corollary 7.4.2 There exists a wuniformly antisymmetric function
f:R—N.

I Evans and Larson in 1984; Kostyrko in 1991.
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Proof Let P = {P,: n € N} be a partition satisfying (7.17) and for z € R
define
f(z) =n if and only if x € P,.

Then f is uniformly antisymmetric, since for every x € R the set

SL = {h>0: |f(x—h)—f(z+h)] <1} = {h > 0: f(x—h) = f(z+h)} = S,

is finite, so d = min(S, U {1}) satisfies (%), as S¢ = S1. O
Proof of Theorem 7.4.1 Let H be a Hamel basis. Then every x €
R has a unique representation x = ¢iby + --- + @b, in the basis H

(that is, by <--- < b, are from H and ¢1,...,q, € Q\ {0}). Let B, =
{b1,...,bp} C H and define ¢,: B, — Q by putting c,(b;) = ¢; for
1 <i < n. Moreover, extend each ¢, to ¢,: H — Q by putting

6n(b) = {(c)w(b) for b € By,

otherwise.

Then, for every =z € R,

r=3 cald)b=> éx(b)b.

beB, beH

We will start the argument by proving that there exists a countable set
D = {g,: n < w} of functions from H into Q such that

Ve e RIn <w (¢ C gn)- (7.18)

To see it, let U = {(p,q) N H : p,q € Q} and notice that U is countable.
Define

D= {Z%XW €Qf:necwand (g,U;) € Q xU for every i<n}.

<n

Clearly, D is countable, since it is indexed by a countable set | J,, ., (Q x U)"
To see that it satisfies (7.18), take € R and find a family {U, e U: b € B, }
of disjoint sets such that b € Uj, for every b € B,. Theng =3, 5 c.(b) Xy,
belongs to D and ¢, (b) = g(b) for every b € B,. So ¢, C g. Condition
(7.18) has been proved.

Now let {g,: n < w} be as in (7.18). Define f: R — w by

f(z) =min{n <w: ¢z C gn}

and let P, = f~!(n) for every n < w. We will show that the partition
P ={P,: n € N} of R satisfies (7.17).
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So fix x € R and let h € S,. We will show that
Czarn(b) € {0,¢,(D),26,(b)} for every b € H. (7.19)

This will finish the proof, since {0, é,(b),2¢,(b)} = {0} for b € H \ B, and
so there are at most 3/8+| < w numbers = + h such that h € S,. Thus S,
is finite.

To see (7.19), notice that (x + h) + (z — h) = 2z, so

> Casn(®b+ D o n(b)b=2 > u(b)b.

beH beH beH

In particular,
Crin(b) + Ex—n(b) = 2¢4(b) (7.20)

for every b € H.
Now, if x + h,x — h € P, then ¢y C g, and c;—p, C g,. Hence

Cm+h(b) = gn(b) = foh(b) for every b € By N Byp.

Therefore, by (7.20), éz4n(b) = é,(b) for every b € Byyp N By—p. But for
b€ H\ Byyp we have ¢,4,(b) =0, and for every b € Byyp \ By—p, we have
Cath () = Epqn(b) + éx—n(b) = 2¢,(b). Thus é,z14(b) € {0, é,(b), 2¢,(b)} for
every b € H. This finishes the proof of condition (7.20) and Theorem 7.4.1.
U

An interesting open problem is whether or not there exists a uniformly
antisymmetric function with finite or bounded range. Some partial results
are known in this direction. Komjéth and Shelah (1993-4) proved that
there is no function f: R — R with finite range such that all the sets S,
from Theorem 7.4.1 are finite. It has also been proved by Ciesielski (1995—
6) that the range of any uniformly antisymmetric function must have at
least four elements. The next theorem, due to Ciesielski and Larson (1993
4), shows only that the range of a uniformly antisymmetric function must
have at least three elements.

Theorem 7.4.3 If f: R — {0,1} then f is not uniformly antisymmetric.

Proof To obtain a contradiction assume that there exists a uniformly
antisymmetric function f: R — {0,1} and for every x € R let n, € N be
such that for every h € (0,1/n,),

e —h) = o+ h) = 1n,.
Fix n € N such that L = {z € R: n, = n} is uncountable. Then

f(x—h)# f(x+h) forevery x € L and h € (0,1/n).  (7.21)
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Since {(£, 5] N L: k € Z} forms a countable partition of L, at least one
of these sets must be uncountable. In particular, we can choose z,y,z € L
such that < y < z < z+1/n. Now we would like to find points a,b,c € R
such that z, y, and z are the midpoints of pairs (a,b), (b,c), and {(a,c),
respectively, that is, such that a +b =2z, b+c =2y, and a + ¢ = 2z. It is

easy to see that the points
a=r—y+z b=x+y—z c=—-x+y+z

have these properties. Moreover, for h = z—y € (0,1/n) we have a = z+h
and b = x — h. Hence, by (7.21), f(a) # f(b). Similarly, f(b) # f(c) and
f(¢) # f(a). But this is impossible, since the points a, b, and ¢ are distinct
and f attains only two values. O

We proved Corollary 7.4.2, via Theorem 7.4.1, by showing that for every
x € R the set S. = S, of exceptional points, being finite, is bounded away
from 0. What if we allow the sets S, to be countable? Certainly, such sets
do not have to be bounded away from 0. But we can replace the condition
of being “bounded away from 0” by the weaker condition of being “almost
bounded away from 0,” in the sense that S, N (0,d) is countable for some
d > 0. Can we prove then an analog of Theorem 7.4.17 Surprisingly,
the answer depends on the continuum hypothesis, as is proved in the next
theorem.

The general form of this theorem is due to Ciesielski and Larson (1993
4). However, implication (i)=-(ii) was first proved by Sierpinski (1936).
The equivalence of (i) and (ii) is also implicitly contained in a work of
Freiling (1989-90).

Theorem 7.4.4 The following conditions are equivalent.

(1) The continuum hypothesis.

(ii) There exists a partition P = {Ao, A1} of R such that for every x € R
the set Sy = J;co{h > 0: . — h,x + h € A;} is at most countable.

(iil) There exists a function f: R — {0,1} such that for every x € R there
is a d > 0 with the property that ’S;l N (0, d)’ <w.

Proof (i)=(ii): Let H = {b;: ¢ < w1} be a Hamel basis. For z € R\ {0}
let q(x) = qp, where = q1b¢, + - - - + gnbe,, is the unique representation of
2 in the basis H, with (1 < --- < (, and ¢; # 0. Put

x € Ap if and only if ¢(z) > 0,

and A; = R\ Ay. We will show that the partition P = { A, A, } satisfies (ii).



7.4 Symmetrically discontinuous functions 123

For { < wi let K¢ = LINg({b¢: ¢ < £}). Notice that R = {J,_,,, K¢
and that every K¢ is countable. We will show that if x € K¢ then S, C K.
This will finish the proof.

But it is easy to see that for h € R\ K¢ and z € K¢,

h e Ay if and only if x+ h € Ay,

since g(h) = g(z + h). However, h and —h cannot belong to the same A4;
for h # 0, so S, C Ke¢.

(ii)=(iii): For x € R define f(x) = i if + € A;. Then S¢ = S, is
countable for every x € R and d € (0,1).

(iii)=(i): Let f be as in (iii), and for every = € R let n, € N be such
that the set

Cp = 5/" 1(0,1/ng) = {h € (0,1/ny): f(z —h) = f(z + h)}

is countable.

To obtain a contradiction, assume that the continuum hypothesis fails
and let B be a linearly independent subset of R over Q of cardinality ws.
Choose K C B of cardinality wy such that for some n € N we have n, = n
for all x € K. Let U be an open interval of length less than 1/n such that
the set L = K NU has cardinality wo. Then, in particular,

fx—h)# f(x+h)forx e Land h € (0,1/n)\ Cy, (7.22)
and
|z —y| < 1/n for every z,y € L. (7.23)
Define, by transfinite induction, a sequence (t¢ € L: £ < ws) such that
te € L\ T for every & < wy, (7.24)

where T¢ is the smallest linear subspace of R containing {t.: ( < £} and
such that

Cy C T for every x € Tg. (7.25)

Such T¢ is obtained by applying Lemma 6.1.6(a) to the set Z = {t¢: ¢ < £}
and the family F of operations x — C, (z,y) — x + vy, and = — gz for
every ¢ € Q. Then T has cardinality < wy, so the induction can be done
easily.

Now put x = tg, z = t,, and, for 0 < & < wy, consider the numbers
| —x+t¢|. All these numbers are different, so there is 0 < 7 < w; such that

|~z +t,| & C.. (7.26)
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Put y = t,, and proceed as in Theorem 7.4.3. Define

a=x—y+z b=zx4+y—z c=-x+y-+-z (7.27)
Then (a+b)/2 ==z, (b+¢)/2 =1y, and (c+ a)/2 = z. We will show that
fla) # f(b), f(b) # fc), fle) # fla), (7.28)

which will give us the desired contradiction, since the points a, b, and c are
distinct and f admits only two values.
To prove (7.28), notice first that (7.28) follows from (7.22) as long as

la—z|<1/n, [b—y|<1l/n, Jc—2z|<1l/n (7.29)
and
la—z| € Cy, |b—yl€Cy, lc—2z&C.. (7.30)

But (7.29) follows easily from (7.27) and (7.23). Finally, (7.30) can be
proved as follows.

la — x| € C,, since otherwise we would have z —y = a —z € T,,, and
ze€y+1T1, CT,, contradicting z =t,, €T,

|b —y| ¢ Cy, since otherwise we would have z —z =y — b € T,,, and
ze€x+1T, CT,,, contradicting z =t,,, €1, .

lc — z| € C, since otherwise we would have | —z +¢,| = |-z +y| =
|c — z| € C,, contradicting (7.26). O

To motivate the last theorem of this section we need to reformulate
Theorem 7.4.1 in another language. For this we need the following defini-
tions. We say that partition P of R is w sum free if for every x € R the
equation a+b = x has less than w solutions with a and b being in the same
element of the partition, that is, when for every x € R the set

T, ={(a,b): a+b==x and a,b € P for some P € P}

is finite. Similarly, we say that partition P of R is w difference free if the
set
D, ={{a,b): a—b=2z and a,b € P for some P € P}
is finite for every x € R, = # 0.
In this language Theorem 7.4.1 reads as follows.

Corollary 7.4.5 There exists a countable partition P of R that is w sum
free.

Proof It is enough to notice that To, = {(x + h,x — h): |h| € Sy U {0}},
where S, is from Theorem 7.4.1. O

Can we prove the same results about w-difference-free partitions of R?
The answer is given by the next theorem, due to Ciesielski (1996).
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Theorem 7.4.6 The continuum hypothesis is equivalent to the existence
of a countable partition P of R that is w difference free.

Proof The proof of the theorem is similar to that of Theorem 7.3.9.

<: To obtain a contradiction assume that ¢ > wy and that there exists
a countable partition P of R that is w difference free.

Let H be any Hamel basis. Since |H| = ¢ > wy by Lemma 7.3.11 we
can choose disjoint sets Ay € [H]“? and By € [H]? and P € P such that

a+be P forevery a € Ay and b € By.
Take different by, by € Bg. Then
(a+b0)7(a+b1) :bofbl

for every a € Ay, that is, Dy,_p, contains all pairs (a + bg,a + b1). This
contradicts the assumption that D, is finite for x = by — b; # 0.

=: Represent R as the union of an increasing sequence (V,: a < wi)
of countable linear subspaces V,, of R over Q such that Vy = |J,. Va for
every limit ordinal A\ < wj. Such a sequence exists by Lemma 6.1.6(b)
applied to the family F of operations (x,y) — z +y and x +— gz for every
g € Q. For convenience we will also assume that Vp = ().

Thus {Vai1 \ Va: @ < wi} is a partition of R into countable sets. For
a < wi let {p&: n < w} be an enumeration of V41 \ V,. By induction on
a < wy we will define one-to-one functions f: V41 \ Vo, — w such that the
following inductive condition holds?

f(pn) € w\{f(p): p € Vo & p=pj, £ pj for some j<n}.

We will show that the partition P = {f~'(n): n < w} of R is w difference
free.

So choose an arbitrary = = pS, # 0 and consider the pairs (a, b) satisfying
a — b = x with a and b being from the same element of P, that is, such
that f(a) = f(b). It is enough to show that {a,b} N {pﬁ: Jj<n}#0.

Let a = p%, and b = pf. Then pg, — pf = p5. Notice that § =

max{&, «, } must be equal to at least two of £, a, and 3, since otherwise
the number p with the index 6 would belong to V5. Moreover, a # (3, since
otherwise f(p%) = f(a) = f(b) = f(pf), contradicting the fact that f is
one-to-one on V11 \ V,. We are left with two cases:

If{:a>ﬁthenp§n—piza—mzb:pi € Ve. So f(p5,) = fla) =
f(b) = f(pS, — ps) implies that m < n and a = p, € {p?: Jj<mn}.

2 We define here f separately on each set from the partition {Va41 \ Va: o < w1} of R.
Formally, we should be using a different symbol, such as fn, for such a part of f, and
define f as the union of all f,s. However, this would obscure the clarity of this notation.
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Iff:ﬂ>athenpi—i—pn:b—l—:r:a:pﬁl€V5. Sof(pi):f(b):
f(a) :f(pi—&—p%) implies that k¥ < n and b:pgk € {pg: j<n}. O

EXERCISES

1 Prove that if f is uniformly antisymmetric then it does not have the
Baire property. Hint: First prove the following fact due to Kuratowski:

For every function f: R — R with the Baire property there
exists a first-category set S such that flg\g: R\ S — R is
continuous.

2 (Project) Consider the following classes of subsets of R:
e 3={B CR: B is a Bernstein set};

e H={H CR: H is a Hamel basis};

oV ={V CR:V isa Vitali set};

e 7 ={T C R: B is a transcendental basis of R over Q}.
Moreover, if F is any of the preceding families let

o F*={FCR: F+FecFj}.

Find the complete intersection/subset relations among the classes B, H, V,
T, B, H*, V", and T".
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Chapter 8

Martin’s axiom

8.1 Rasiowa—Sikorski lemma

The previous chapter was devoted to constructing objects by transfinite
induction. A typical scheme for such constructions was a diagonalization
argument like the following. To find a subset S of a set X concerning a
family P = {P,: o < k} we chose S = {z¢ € X: { < s} by picking each
x¢ to take care of a set P:. But what can we do if the cardinal « is too big
compared to the freedom of choice of the x¢s; for example, if the set X has
cardinality less than k7

There is no absolute answer to this question. In some cases you can
do nothing. For example, if you try to construct a subset S of w different
from every set from the family P(w) = {B¢: £ < ¢}, then you are obviously
condemned to failure. The inductive construction does not work, since you
would have to take care of continuum many conditions, having the freedom
to choose only countably many points for S.

In some other cases you can reduce a family P to the appropriate size.
This was done, for example, in Theorem 6.3.7 (on the existence of Bernstein
sets) in which we constructed a nonmeasurable subset B of R™: The natural
family P = L of cardinality 2¢ was replaced by the family Py = {FP¢: £ < ¢}
of all perfect subsets of R™. The difficult part of the proof, that is, Theo-
rem 6.3.6, was to show that the family P does the job.

Yet in other cases, such as Theorems 7.3.9, 7.4.4, and 7.4.6, the induc-
tion could be performed in only w; steps while we had to take care of a
family P of cardinality ¢. These cases resulted in us assuming that ¢ = w;.
In other words, in order to rescue a diagonal argument, we had to assume
an additional set-theoretic assumption, the continuum hypothesis. In fact,
in Theorems 7.3.9, 7.4.4, and 7.4.6 we also proved that this assumption
was necessary.

129
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The continuum hypothesis was also assumed in the proof of Theo-
rem 7.2.5. In this theorem, however, we did not show that the continuum
hypothesis is a necessary assumption, though we stated that the theorem
cannot be proved in ZFC alone. The reason for this is that Theorem 7.2.5
can also be proved under weaker set-theoretic assumptions, which can be
true even if the continuum hypothesis fails.

In remainder of this text we will be mainly interested in studying differ-
ent kinds of set-theoretic axioms that will allow us to solve the problem of
having a “too short induction.” For this we will need some more definitions
and notations.

Consider a partially ordered set (P,<). A subset D C P is said to be
dense in P provided for every p € P there exists a d € D such that d < p.

Examples 1. If X # () and (P, <) = (P(X), C) then D = {0} is dense in
P. Notice that @ is the smallest element of P.

In fact, D = {m} is dense in (P, <) if and only if m is the smallest
element of P. Also, if (P, <) has the smallest element m, then D C P is
dense in (P, <) if and only if m € D. Dense sets such as these are too easy
to describe to be of much interest. To avoid them, we will usually study
partially ordered sets without a smallest element.

2. If (P, <) = (R, <) then the set D = (—00,0) is dense in (P, <). Notice
that the word “dense” is used here in a different sense than it is usually
used for the linearly ordered sets (see (8.1)). However, there will be very
little chance to confuse these two notions of density, since we will usually
use our new definition of density for partially ordered sets that are not
linearly ordered.

3. Let (X, 7) be any topological space. If (P, <) = (7 \ {0}, C) then any
base B in X is dense in P.

A subset F of a partially ordered set (P, <) is a filter in P if

(F1) for every p,q € F there is an r € F' such that r < p and r < ¢, and

(F2) if g € F and p € P are such that ¢ < p then p € F.

Note that a simple induction argument shows that condition (F1) is equiv-
alent to the following stronger condition.

(F1’)  For every finite subset Fyy of F there exists an r € F' such that r <p
for every p € Fj.
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Examples 1. For any chain F in a partially ordered set (P, <) the family
F*={peP:3qgeF(g<p)}

is a filter in PP.

2. Let G be any family of subsets of a nonempty set X that is closed
under finite intersections and let (P, <) = (G, C). If x € X then the family
F,={Y € G:x €Y} isafilter in P. A filter F in such (P, <) is called a
principal filter if it is of this form, that is, if F' = F, for some z € X.

3. Let G be a nonempty family of subsets of an infinite set X and let
w < k < |X|. If G is closed under finite unions then G N [X]<* is a
filter in (P, <) = (G,D). If G is closed under finite intersections then
F,={Y €G: |X\Y]| <k} isafilter in (P,<) = (G, C).

4. Let (P, <) = (P(X),C). Then F C Pisafilterin Pif (1) ANB e F
provided A,B € F; and (2) if A C B C X and A € F then B € F.
(Compare this with Exercise 3 in Section 4.4.)

Before we formulate our next example we introduce the following nota-

tion. For nonempty sets X and Y we will use the symbol Func(X,Y) to
denote the family of all partial functions from X into Y, that is,

Fune(X,Y) = J{Y": D c X}.
Also, for an infinite cardinal number x we put

Func, (X,Y) = U {YP: D e [X]<"} = {s € Func(X,Y): |s| < x}.

5. Let F C Func(X,Y) be such that for every go,g1 € F
if go U g1 € Func(X,Y) then go U gy € F.

(In particular, Func,(X,Y') satisfies this condition.) Then for every f €
Func(X,Y) the set Gy = {g € F: g C f} is a filter in (P, <) = (F,D). To
see (F1) let go,g1 € G¢. Then goUgi C f, s0 h = goU g1 € Func(X,Y).
Thus h € F and, clearly, h < go and h < g;. To see (F2) notice that
g€ Gy, heF, and g < h imply that h C g C f, so h € Gy.

In what follows we will very often use the following fact. Its main part
can be viewed as a kind of converse of the previous Example 5.
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Proposition 8.1.1 Let (P,<) = (F,D) for some F C Func(X,Y). If
F C Pis a filter in P then f = JF is a function and F C {g € F: g C f}.
Moreover,

(a) if F intersects every set D, = {s € P: x € dom(s)} for x € X then
dom(f) = X;

(b) if F intersects every set R, = {s € P: y € range(s)} fory € Y then
range(f) =Y.

Proof Let FF C P be a filter in P and let gg,g1 € F. To prove that
f is a function it is enough to show that go(x) = g¢1(z) for every z €
dom(gp) N dom(gy). So let z € dom(go) N dom(gy) and let h € F be
such that h < go and h < g;. Then h D gg and h D g;. In particular,
x € dom(h) and go(x) = h(z) = ¢1(x).

The inclusion F' C {g € F: g C f} is obvious.

To see (a) let * € X. Then there exists an s € F'N D,. But s C f, so
x € dom(s) C dom(f).

Condition (b) is proved similarly. O

In what follows we will often use filters in partially ordered sets to con-
struct functions in a manner similar to that of Proposition 8.1.1. Usually we
will be interested in the entire functions, and part (a) of Proposition 8.1.1
suggests how to achieve this goal. This and the next theorem lead to the
following definition.

Let (P, <) be a partially ordered set and let D be a family of dense
subsets of P. We say that a filter F' in P is D-generic if

FND#( forall DeD.

The partial orders used in the context of D-generic filters will often be called
forcings. Also, if (P, <) is a forcing then elements of P will sometimes be
referred to as conditions. For conditions p,q € P we say that p is stronger
than q provided p < q.

In this terminology, if all sets D,, are dense in Pand {D,: 2 € X} CD
then for every D-generic filter F' in P the domain of f = |JF is equal
to X, that is, f: X — Y. Similarly, if all sets R, are dense in P and
{Ry:y € Y} CD then range(|JF) =Y for every D-generic filter F in P.

The next theorem, due to Rasiowa and Sikorski, shows that there are
some interesting D-generic filters.

Theorem 8.1.2 (Rasiowa—Sikorski lemma) Let (P, <) be a partially or-
dered set and p € P. If D is a countable family of dense subsets of P then
there exists a D-generic filter F' in P such that p € F.
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Proof Let D = {D,: n < w}. We define a sequence (p,: n < w) by
induction on n < w. We start by picking pg € Dy such that pg < p. We
continue by choosing p, 11 € D, 41 such that pp+1 < pp.

Now let E = {p,: n <w}and put F = E* ={peP: 3¢ € E(qg <p)}.
Then F' is a filter in P intersecting every D € D. O

The Rasiowa—Sikorski lemma is one of the most fundamental facts that
will be used in the remaining sections. Its importance, however, does not
come from its power. Its proof is too simple for this. It is the language
of generic filters it employs that makes it so useful. In particular, it mo-
tivates the different generalizations described in the next sections, which
are consistent with ZFC and can be used for our problem of a “too short
induction.”

In most of the applications of the Rasiowa—Sikorski lemma and its gen-
eralizations the intuition behind the proofs comes from an attempt at prov-
ing the theorem by (transfinite) induction. More precisely, a partial order
P used to construct an object will usually be built on the basis of an at-
tempted inductive construction of the object. That is, conditions (elements
of P) will be chosen as a “description of the current stage of induction.”
The inductive steps will be related to the dense subsets of P in the sense
that the density of a particular set D, = {p € P: p(p, x)} will be equivalent
to the fact that at an arbitrary stage ¢ of the inductive construction we
can make the next inductive step by extending the condition ¢ to p having
the property ¢(p, z). In particular, the family D of dense subsets of P will
always represent the set of all inductive conditions of which we have to take
care, and a D-generic filter in P will be an “oracle” that “takes care of all
our problems,” and from which we will recover the desired object.

Evidently, if the number |D| of conditions we have to take care of is
not more than the number of steps in our induction, then usually the
(transfinite) induction will be powerful enough to construct the object,
and the language of forcing will be redundant. In particular, this will be
the case for all the applications of the Rasiowa—Sikorski lemma presented
in the rest of this section. These applications, however, are presented here
to see the use of the generic-filters technique in the simplest situations.
Moreover, in the next sections the same theorems will be either generalized
or used for some motivation.

To state the next theorem let us recall that, for a linearly ordered set
(X, <), asubset D of X is dense in X if

for every z,y € X with x < y there is a d € D such that z < d < y. (8.1)

A linearly ordered set (X, <) is said to be dense if it is dense in itself, that
is, if X is dense in X.
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Theorem 8.1.3 Any two countable dense linearly ordered sets, neither of
which has a first or a last element, are order isomorphic.

Proof Let (X, <) and (Y, <) be two linearly ordered sets as in the theorem.
The inductive proof of the theorem may go as follows. Enumerate X and
Yas X ={z,:n<w}and Y = {y,: n <w}. Construct, by induction on
n < w, a sequence hg C hy C hy C --- of functions such that each h,, is an
order isomorphism between X,, € [X]<“ and Y,, € [Y]|<¥, where z,, € X,
and y, €Y, for every n < w. Then h = J,,_, hn is an order isomorphism
between X and Y. The difficult part of the proof is to extend h,, to h,41
while maintaining the condition z, 41 € X, 41 and yn41 € Y41.

To translate this proof into the language of partially ordered sets, let
P be the set of all possible functions h,: X,, — Y, from our inductive
construction, that is, the set of all finite partial isomorphisms from X
to Y:

P = {h € Func,,(X,Y): h is strictly increasing}.

Consider PP to be ordered by reverse inclusion, that is, (P, <) = (P, D). For
re€ X and y €Y put

D, ={heP:zedom(h)} and R,={heP:yecrange(h)}.

These sets are the counterparts of the conditions “z,, € X,,” and “y, € Y,,.”
We will show that

the sets D, and R, are dense in P, (8.2)

which is a translation of the fact that the inductive step of our inductive
construction can always be made.

Before we prove (8.2), let us show how it implies the theorem. Let
D={D;:z e X} U{Ry:y € Y}. Then D is countable since the sets X
and Y are countable. Thus, by the Rasiowa—Sikorski lemma, there exists a
D-generic filter F in P. Then, by Proposition 8.1.1, f = |J F is a function
from X onto Y. It remains only to show that f is strictly increasing.

To see this, let xg,z1 € X with zg < x;. Then there are gg,91 € F
such that xg € dom(go) and x; € dom(g;). Let g € F be such that g < go
and g < g1. Then goU g1 C g C f. So f(zo) = g(x0) < g(z1) = f(1),
since g is strictly increasing. Thus f is strictly increasing. We have proved
that f: X — Y is an order isomorphism.

To finish the proof it is enough to show (8.2). So let x € X. To prove
that D, is dense, let g € P. We have to find h € D, such that h < g, that is,
a function h € Psuch that h O g and « € dom(h). If x € dom(g) thenh = g
works. So assume that x € dom(g). Let dom(g) = {xo,z1,... ,zn} with
xo < w1 < -+ <z and let y; = g(x;) for i <n. Then yp < y1 < -+ < Yn,
since g is strictly increasing. We will define h as gU{(x,y)}, where y € Y is
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chosen in such a way that h is strictly increasing. To do this, it is enough to
pick y € Y\ {yo,y1,- .. ,yn} such that the following holds for every i < n:

r< S y=<y. (8.3)

If x < xg, pick y < yo. Such y exists, since Y does not have a smallest
element. If x > x,, pick y > y,, which exists since Y does not have a
largest element. So assume that z; < x < x;41 for some i < n. Then
choose y € Y such that y; < y < y;+1, which exists since Y is dense. It is
easy to see that such y satisfies (8.3).

We have proved that each D, is dense in P. The proof that every R,
is dense in P is almost identical, and is left as an exercise. Il

Evidently (Q, <) is an example of a dense linearly ordered set with nei-
ther a first nor a last element. Thus Theorem 8.1.3 says that any countable
linearly ordered dense set without a first or a last element is isomorphic to
(Q, <). The order type of this class is usually denoted by the letter 7.

In fact, it can be proved that (Q, <) is universal for the class of all
countable linearly ordered sets, in the sense that every countable linearly
ordered set is isomorphic to (S, <) for some S C Q (see Exercise 1).

Clearly, (R, <) is not isomorphic to (Q, <). The order type of (R, <)
is usually denoted by A. To give a characterization of the order type A
similar to that of Theorem 8.1.3 we will need the following definition. A
linearly ordered set (X, <) is said to be complete if every subset of X
that is bounded from above has a least upper bound. That is, if the set
B(S)={be X:Vx €S (z <b)} is not empty for some S C X then B(S)
has a least element, denoted by sup S. It is a fundamental fact that (R, <)
is complete.

Theorem 8.1.4 Any two complete linearly ordered sets both having count-
able dense subsets, and having neither a least nor a largest element, are
order isomorphic.

Proof Let (X, <) and (Y, <) be linearly ordered sets as described in the
theorem. Let X and Yy be countable dense subsets of X and Y, re-
spectively. It is easy to see that Xy and Yj satisfy the assumptions of
Theorem 8.1.3.

Let fo: Xo — Y be an order isomorphism between (Xg, <) and (Y, <).
Define f: X — Y by f(z) = sup{fo(xo): zo € Xo & zo < x}. It is not
difficult to prove that f is an order isomorphism. The details are left as an
exercise. (]

The next theorem will show that we can also use the Rasiowa—Sikorski
lemma in proofs by transfinite induction. To formulate it we need the
following definition. For f,g: w — w we define

f<*g< f(n) <g(n) for all but finitely many n < w. (8.4)
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It is easy to see that the relation <* is transitive on w®.

Theorem 8.1.5 If G C w* has cardinality < wy then there exists a <*-
increasing sequence (fe: & < wi) such that for every g € G there exists a
& <wy with g <* fe.

Before we prove it, notice first that it immediately implies the following
corollary. For its formulation we need the following definition. A sequence
(fe € w¥: & < k) is called a scale in w* if it is <*-increasing and if for
every g € w* there exists a { < k such that g <* fe.

Corollary 8.1.6 If the continuum hypothesis holds then there exists a scale
(feew: £<0).

In the next section we will show that Corollary 8.1.6 can also be proved
when the continuum hypothesis is false.

The proof of Theorem 8.1.5 will be based on two lemmas. The first
of these lemmas is not essential for the proof, but it serves as a good
approximation for the second one.

Lemma 8.1.7 If G C w¥ has cardinality < w then there exists an f € w®
such that for every g € G

g(n) < f(n) for infinitely many n < w.

Proof An inductive construction of such f can be done as follows. Let
G xw = {{gn,kn): n < w}. Construct a sequence fo C f; C fo C ---
of functions such that each f, € Func,(w,w) and for every n < w there
exists an m € dom(f,) with m > k, such that f,(m) > g¢,(m). Then
f= Un<w fn € Func(w,w) and any extension f of f to w has the desired
property, since for every ¢ € G and k < w there exists an m > k with
f(m) > g(m).

To translate this proof into the language of partially ordered sets, let P
be the set of all possible functions f,, as before, that is, take

P = Func, (w, w),
and order it by reverse inclusion D. For g € w* and k < w define
k _ .
Dy ={s€P:3m >k (m € dom(s) & s(m) > g(m))}.

These sets are the counterparts of the inductive condition “f,,(m) > g, (m)
for some m > k,,.”

Notice that the sets D’gC are dense in P, since for every ¢t € P there exists
anm € w \ (kUdom(t)) and for s = t U {(m, g(m) + 1)} we have s € D}
and s < t.



8.1 Rasiowa—Sikorski lemma 137

Let D = {DF: k < w & g € G} and let F be a D-generic filter in
P. Then, by Proposition 8.1.1, | JF is a function. Let f: w — w be any
extension of | JF. Then f has the desired property, since for every g € G
and k < w there are s € FND% and m > k such that f(m) = s(m) > g(m).
O

The lemma that we really need for the proof of Theorem 8.1.5 is the
following.

Lemma 8.1.8 If G C w¥ has cardinality < w then there exists an f € w®
such that

g <*f foreverygeG.

Proof An inductive construction of such f can be done as follows. Let
G ={gn: n <w}and w = {z,: n < w}. Construct a sequence fo C f1 C
fa € -+ of functions such that f, € Func,(w,w) and z, € dom(f,) for
every n < w. Moreover, at the inductive step n < w choose f,, such that
fn(x) > gi(x) for all functions g; looked at so far and all numbers x that
have not yet been considered up to this point of the induction, that is, such
that

fu(x) > gi(x) for all x € dom(f,,) \ dom(f,,—1) and i < n. (8.5)

Then f =, fn: w — wand g; <* f for every i < w.

One problem in finding an appropriate forcing for this construction
is that the “current stage of induction” includes information not only on
“functions f, constructed so far” but also on “all functions g; considered
so far.” The first part of this information is included in functions from
P = Func, (w,w), as in Lemma 8.1.7. However, we need the second piece
of information as well, which is to be coded by finite subsets of G. Thus
we define the partially ordered set P* = P x [G]<“. Moreover, the partial
order on P*, in order to describe the extension as in (8.5), must be defined
as follows. For (s, A), (t, B) € P* we define (s, A) < (¢, B) provided s D t,
A D B, and

s(n) > g(n) for all n € dom(s) \ dom(¢) and g € B. (8.6)
Now the inductive conditions “z,, € dom(f,)” and “every element g of G
is taken care of at some stage of the induction” are coded by the following
subsets of P*:

D, ={(s,A) e P*: nedom(s)} and E,={(s,A)eP*:gec A}

where g € G C w* and n < w.
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The sets E, are dense in P*, since for every (s, A) € P* we can pick
(s,AU{g}) € E,4 and clearly (s, AU {g}) < (s, A), as condition (8.6) is
then satisfied vacuously.

To see that a set D,, is dense in P* take p = (t, A) € P*. We have to
find ¢ € D,, such that ¢ < p. If n € dom(t) then p € D,, and ¢ = p works.
So assume that n ¢ dom(t). Define ¢ = (s, A) € D,, with s =t U {(n,k)}
and k = sup{g(n) + 1: g € A}. Then ¢q < p, since clearly s D t, A D A,
and (8.6) holds, as s(n) = k > g(n) for all g € A.

Now let D = {D,:n < w} U{E;: g € G}. Then D is a countable
family of dense subsets of P* so, by the Rasiowa—Sikorski lemma, we can
find a D-generic filter F' in P*. Notice that Fy = {s: (s, A) € F'} is a filter
in P. Thus, by Proposition 8.1.1, f = |J Fp is a function. Notice also that
D, N F # () implies n € dom(f). Therefore f maps w into itself.

To finish the proof it is enough to show that g <* f for every g € G.
So let g € G. Then there exists (t, B) € F N E,;. We will prove that

f(n) > g(n) for every n € w\ dom(t).

This is the case since for every n € w\ dom(¢) there is <t’ B') € FND,.
Take (s, A) € F with (s, A) < (¢,B) and (s, 4) < (¢',B’). Then n €
dom(t') C dom(s) so n € dom(s) \ dom(¢) and g € B. Therefore condition
(8.6) for (s, A) < (t, B) implies that f(n) = s(n) > g(n). O

Proof of Theorem 8.1.5 Let G = {g¢: { < w1 }. Define (fe: & < wi) by
induction on £ < w; by choosing f¢ as the function f from Lemma 8.1.8
applied to G = {f¢: ¢ < £} U{ge: ¢ < &}. Tt is easy to see that this
sequence has the desired property. O

EXERCISES

1 Prove that for every countable linearly ordered set (X, <) there exists
a strictly increasing function f: X — Q. (Such a function f is said to be
an order embedding of X into QQ, and it establishes an order isomorphism
between (X, <) and (f[X], <).)

2 Prove that (R, <) is complete as a linearly ordered set (use Dedekind’s
definition of real numbers).

3 Complete the details of the proof of Theorem 8.1.4 by showing that

(a) the sets Xy and Yy are dense in themselves and have neither least nor
largest elements;

(b)  the function f: X — Y is an order isomorphism.
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4 A subset D of a linearly ordered set (X, <) is weakly dense if
for every z,y € X with x < y there is a d € D such that z < d <.

Prove that for every linearly ordered set (X, <) containing a countable
weakly dense subset there exists a strictly increasing function f: X — R.

5 Prove that the relation < defined on the set P* as in Lemma 8.1.8 is
indeed a partial-order relation.

6 For f,g: w — w we define
f<*g < f(n) <g(n) for all but finitely many n < w.

Show that <* is a preorder relation on w* (see Exercise 4 from Section 2.4).
The equivalence relation generated by <* is usually denoted by =*. Show
also that the partial-order relation <* induced by <* on the family of all
equivalence classes of =* is a linear-order relation.

8.2 DMartin’s axiom

In this section we would like to introduce an axiom that says that in a large
number of situations the statement “for countably many” can be replaced
by “for less than continuum many,” even when the continuum hypothesis
fails.

In particular, we would like to be able to make such a replacement in
the Rasiowa—Sikorski lemma, which leads us to the following statement.

(x)  Let (P, <) be a partially ordered set. If D is a family of dense subsets
of P such that |D| < ¢, then there exists a D-generic filter F' in P.

Clearly (x) is implied by the continuum hypothesis. However, it is false
under the negation of the continuum hypothesis. To see it, consider the
partially ordered set (P, <) = (Func, (w,w;), D) and, for £ < wy, the sets
Re = {s € P: { € range(s)}. Each set R¢ is dense, since for every s € P
we have t = sU{(n,§)} € Re and t < s for any n € w \ dom(s). But
D = {R¢: £ < w1} has cardinality < wy; < ¢. So (%) implies the existence
of a D-generic filter F' in P, and, by Proposition 8.1.1, |J F' is a function
from a subset of w onto w;y. This is clearly impossible.

Thus, in order to find a (x)-like axiom that is consistent with the nega-
tion of the continuum hypothesis we will have to restrict the class of par-
tially ordered sets allowed in its statement. In particular, we will have to
exclude forcings such as (Func,, (w,w), D). To define such a class we need
some new definitions.
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Let (P, <) be a partially ordered set.

e x,y € P are comparable if either x <y or y < x. Thus a chain in P is a
subset of P of pairwise-comparable elements.

e x,y € P are compatible (in P) if there exists a z € P such that z < z
and z < y. In particular, condition (F1) from the definition of a filter
says that any two elements of a filter F' are compatible in F'.

o .y € P are incompatible if they are not compatible.

e A subset A of P is an antichain (in P) if every two distinct elements
of A are incompatible. An antichain is maxzimal if it is not a proper
subset of any other antichain. An elementary application of the Hausdorff
maximal principle shows that every antichain in P is contained in some
maximal antichain.

To illustrate these notions consider (P, <) = (Func,(X,Y), D). Then
s,t € P are compatible if and only if s Ut € Func,(X,Y). Therefore
elements s,t € P are incompatible if there exists an z € dom(s) N dom(t)
such that s(z) # t(z). For any nonempty D € [X]<“ the set A =Y is a
maximal antichain. On the other hand, if C' C P is a family of functions
with pairwise-disjoint domains, then any two elements of C are compatible.

The forcings that will be used in our (x)-like axiom are defined in terms
of antichains in the following way.

e A partially ordered set (P, <) is ccc (or satisfies the countable chain
condition) if every antichain of P is at most countable.

Clearly, every countable partially ordered set is ccc. In particular, the
forcing (P, <) = (Func,(w,w), D) from Lemma 8.1.7 is ccc. Notice also
that the forcing

P* =P x [G]<* from Lemma 8.1.8 is ccc (8.7)

for an arbitrary G C w¥, including G = w*. To see this, take an un-
countable subset A = {pe € P*: { < wy} of P* with ps = (s¢, A¢) and
notice that there must be a ( < £ < w;y such that s¢ = s¢. But then, for
p = (s¢, Ac U A¢) € P* we have p < p. and p < pg, condition (8.6) being
satisfied vacuously. So A is not an antichain.

On the other hand, the forcing (P, <) = (Func, (w,w1), D) is not ccc,
since {{(0,&)} € P: £ < wi} is an uncountable antichain in P. Thus,

1 The name “countable chain condition” is certainly misleading. A more appropriate
name would be “countable antichain condition” or “cac.” However, the tradition of this
name is very strong and outweighs reason. This tradition can be explained by the fact
that every partially ordered set can be canonically embedded into a complete Boolean
algebra, and for such algebras the maximal sizes of chains and antichains are equal.
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restricting () to the ccc forcings removes the immediate threat of the pre-
viously described contradiction with -CH, the negation of the continuum
hypothesis. In fact such a restriction also removes all possibility of any con-
tradiction with =CH. More precisely, consider the following axiom, known
as Martin’s axiom and usually abbreviated by MA.

Martin’s axiom Let (P, <) be a ccc partially ordered set. If D is a family
of dense subsets of P such that |D| < ¢, then there exists a D-generic
filter F' in P.

Clearly CH implies MA. But MA is also consistent with ZFC and —-CH,
as stated by the next theorem.

Theorem 8.2.1 Martin’s axiom plus the negation of the continuum hy-
pothesis MA+—CH is consistent with ZFC' set theory.

The proof of Theorem 8.2.1 will be postponed until Section 9.5 where
we will prove that MA is consistent with ¢ = ws. However, the same proof
can be used to prove the consistency of MA with ¢ = x for most regular
cardinals k.

In the remainder of this section we will see several consequences of MA.
First we will see the following generalization of Corollary 8.1.6.

Theorem 8.2.2 If MA holds then there exists a scale (fe € w¥: & < ).

Proof The argument is essentially identical to that for Theorem 8.1.5.
First notice that the following generalization of Lemma 8.1.8 is implied by
Martin’s axiom.

(I) If G C w” has cardinality < ¢ then there exists an f € w* such that
g <* f for every g € G.

To see why, consider the forcing P* = Func, (w,w) X [G]<* defined as
in Lemma 8.1.8, that is, ordered by

(s,A) < (t,B) & sDt& ADB
& s(n) > g(n) for all n € dom(s) \ dom(t) and g € B,
and its dense subsets
D, ={(s,A) e P*: nedom(s)} and E;,={(s,A)eP*:gec A}

for g € w¥ and n < w. Then D = {D,: n < w}U{E;: g € G} has
cardinality |G|+ w < ¢. Since by (8.7) P* is ccc, MA implies that there
exists a D-generic filter F' in P*. Now we argue as in Lemma 8.1.8. We
define Fy = {s: (s, A) € F'} and notice that f = |J Fy is a function. Then
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D, NF # () implies that n € dom(f), that is, that f maps w into w. Finally,
we notice that E, N F # () implies g <* f.

To prove the theorem from (I) enumerate w* as {g¢: € < ¢} and define
the scale (fe: £ < ¢) by induction on £ < ¢ by choosing g as a function f

from (I) applied to G = {f¢: ¢ <&} U{ge: ( <&} O

Another application of Martin’s axiom is stated in the next theorem.

Theorem 8.2.3 Assume MA. If X € [R]<° then every subset Y of X is a
Gs subset of X, that is, there exists a Gs set G C R such that GNX =Y.

Proof Let X € [R]<° and fix Y C X. We will show that ¥ is Gg in X.
Let B = {B,: n <w} be a countable base for R. First notice that it is
enough to find a set A C w such that for every z € X

reY & xe B, forinfinitely many n from A. (8.8)

To see why, define for every k < w an open set Gy, = [ J{Bn: n€ A& n > k}
and put G = (., Gr. Then G is a G set and, by (8.8), for every z € X
we have

r€eY & xelG forall k <w.

Thus GNX =Y.

For countable X we could prove (8.8) in the following way. Let X \Y =
{zn:n <w}and Y X w = {(yn, kn): n < w}. Then construct A as a union
of an increasing sequence (A4, : n < w) of finite subsets of w such that for
every n < w there is an m € A,, such that m > k, and y, € B,,, and such
that z; € B, for all new ms from A, and all points z; considered so far,
that is, such that

2; & By, forallm e A, \ Ap—1 and i < n. (8.9)
We will transform this idea into a forcing similarly as in Lemma 8.1.8.
We define the partially ordered set (P, <) by putting P = [w]<* x [X \ Y]<¥
and define < to take care of (8.9). That is, for (A;,C1), (Ao, Co) € P we
define (A1, Cy) < (A, Cp) provided Ay D Ag, C1 D Cp, and
¢ & By, for all m € Ay \ Ap and ¢ € Cp. (8.10)
Now inductive conditions are coded by the following subsets of P:

Dy ={(A,C)eP:Ime A(m>k&y€E Byp)}

and
E.={(4,C)eP: zeC},
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where y € Y, k <w, and z € X \ Y. We will use Martin’s axiom to find a
D-generic filter for

D={Dj:yeY &k<whU{E.: 2€ X\Y}.

To use Martin’s axiom, we have to check whether its assumptions are
satisfied.

Clearly D| < |X|+w <.

To see that PP is ccc consider an uncountable subset {(Ag, Ce): £ < w1}
of P. Since [w]<“ is countable, there are A € [w]<* and ¢ < £ < w; such
that AC = AE = A. Then <A§7CC> = <A7C<> and <A£,C§> = <A,C§> are
compatible, since (A4, C¢ U C¢) € P extends them both, as condition (8.10)
is satisfied vacuously.

To see that each set E, is dense in P take (A4, C) € P and notice that
(A,CU{z}) € E, extends (4, C).

Finally, to see that a set D’yC is dense in P, take (A, C') € P. Notice that
there exist infinitely many basic open sets B,,, such that

y € By, and CN By, = 0. (8.11)

Take m > k satisfying (8.11), and notice that (AU {m},C) € D} extends
(A, C).

Now apply Martin’s axiom to find a D-generic filter F' in P, and define
A=J{A: (4,C) € F}. We will show that A satisfies (8.8). So let z € X.

If z € YV then for every k < w there exists (4,C) € FN Dt In
particular, there exists an m € A C A with m > k such that z € B,,. So
z € By, for infinitely many m from A.

If € X \'Y then there exists (A, Co) € F'NE,. In particular, z € Cy.
It is enough to prove that « &€ B, for every m € A\AO. So take m € A\Ao.
By the definition of A there exists (A,C) € F such that m € A. But, by
the definition of a filter, there exists (41,C4) € F extending (A, C) and
<A0,Co>. Now <A1,0l> < <A0,0o>, mée A C Al, m ¢ AQ, and x € CO-
Hence, by (8.10), « & B,,. O

Corollary 8.2.4 If MA holds then 2* = 2% for every infinite cardinal
K <c¢.

Proof Let k < ¢ be an infinite cardinal number. Then clearly 2« < 2~.
To see the other inequality take X € [R]". Then, by Theorem 8.2.3,

2" = |P(X)|={BNX: B € Bor}| <|Bor|=2“. O
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Corollary 8.2.5 If MA holds then ¢ is a reqular cardinal.
Proof Notice that by Theorem 5.3.8

gcf(c) _ (QW)Cf(C) — ot < .

Hence, by Corollary 8.2.4, cf(c) > c. d

The next theorem tells us that MA implies the continuum additivity
of category, which has been mentioned in the remark after Theorem 7.2.5.
In particular, it implies that Theorem 7.2.5 can be proved when CH is
replaced with MA.

Theorem 8.2.6 If MA holds then a union of less than continuum many
meager subsets of R™ is meager in R™, that is,

U]: €M for every F € [M]<.

Proof The idea of the proof is very similar to that of Theorem 8.2.3.
Let F € [M]<. Since every F' from F is a countable union of nowhere-
dense sets, | JF is a union of |F|+w < ¢ nowhere-dense sets. Thus we may
assume that every set in F is nowhere dense.
Let B={Bj #0: j <w} be a countable base for R". Notice that it is
enough to find a set A C w such that

{meA: B,,NF #0} is finite for every F € F (8.12)
and
{me A: B,, C B;} is infinite for every j < w. (8.13)

To see why, define Uy, = J{Bm: m € A & m > k} for every k < w.
Notice that by (8.13) the sets Uy are dense and open. Therefore the sets
R™ \ Uy are nowhere dense. But condition (8.12) implies that |JF C
U< R™\ Ux) € M, since for every F' € F there exists a k < w such that

UpNF = J{BuNF:meA&m>k}=0.

To prove the existence of such a set A consider the partial order P =
[W]<¥ x [F]<¥, where we put (A4;,C1) < (Ao,Co) provided A; D Ay,
Ci D CQ, and

B,NF=0forall me A; \ Ay and F € Cy. (8.14)

We will define A as the union of all A such that (A,C) belongs to an
appropriate generic filter in P. In particular, in the condition (A,C) € P
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the set A approximates A. The sets F from C represent “elements of F
looked at so far” in our “induction” and (8.14) guarantees that the basic
open sets indexed by “new elements of A” will not intersect these “old”
F's. This will take care of (8.12).

The forcing P is cce since [w]<* is countable and any conditions (A, Co)
and (A,C;) are compatible, having (A, Cy U C1) as a common extension.

Conditions (8.13) and (8.12) are related to the following dense subsets
of IP:

Dy ={(A,C) eP:Im e A(m >k & B, C B))}

and
Er ={(A,C) eP: FeC},

where k,j < wand F' € F. The sets Ep are dense, since (4,CU{F'}) € Ep
extends (A,C) for every (A,C) € P. To see that the sets Df are dense take
(A,C) € P. Since |JC is nowhere dense, there exist infinitely many basic
open sets B, such that

B, C B;\|Jc. (8.15)

Take m > k satisfying (8.15) and notice that (AU {m},C) € D¥ extends
(A,C).

Hence, by Martin’s axiom, there exists a D-generic filter Fin P, where
D={D}:kj<wlU{Ep: Fe€F}

Define A = [J{A: (A4,C) € F}. Tt is enough to show that A satisfies
properties (8.13) and (8.12).

To see (8.13) take j < w. It is enough to prove that for every k < w
there exists an m € A with m > k and B,, C Bj. So fix k < w and pick
(A,C) € F’OD;?. Then, by the definition of D}“, there exists anm € A C A
with m > k such that B, C B;.

To see (8.12) take F' € F. Then there exists (Ag,Co) € F N Ep. In
particular, F' € Cy. It is enough to prove that B,, N F' = § for every
m € A\ Ayp. Take m € A\ Ayg. By the definition of A there exists
(A,C) € F such that m € A. So there exists (41,C1) € F extending (A,C)
and <A0,Co>. Now <A1,C1> < <A0,CQ>, méeAC A, m¢g Ay, and F € Cy.
Hence, by (8.14), B,, N F = (. O

An analog of Theorem 8.2.6 for the ideal A/ of measure-zero subsets of
R"™ is also true.

Theorem 8.2.7 If MA holds then a union of less than continuum many
null subsets of R™ s null in R™, that is,

U}"E./\/' for every F € [N]<“.
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Proof To make the argument simpler, we will prove the theorem only for
R. The proof of the general case is essentially the same.

Let By be the family of all open intervals in R and let I(I) stand for
the length of I € By. Recall that S € N if for every € > 0 there exists a
sequence (I € Bo: k < w) such that S C J, ., I and >, I(Ix) <e.

Now, if B = {I,: n < w} is the family of all intervals with rational
endpoints, then the family By can be replaced by B. To see it, take S € N
and let ¢ > 0. Then there exists a sequence (J;, € Bp: k < w) such
that S C Uy Jr and >, I(Jk) < /2. But for every k < w there
exists an Iy € By such that J, C Ij and I(Iy) < I(Jy) + &/2F+2. So
S CUpew Ikt CUpew I and 3o, 1(Ik) < 30, ll(Jk) + /2712 < e

Let F € [N]<¢ and fix ¢ > 0. We will find an A C w such that

Urc UL and > i(I,)<e. (8.16)

neA neA

Define P = {A Cw: >, .4 l(In) < e} and order it by reverse inclusion:
Ay < Ag & A; D Agp. To see that P is ccc let A C P be uncountable. We
have to find different A, A’ € A that are compatible, that is, such that
Y oneava In) <e.

So for every A € Alet ma < w be such that > ., I(I,) 4+ 1/ma <e.
Since A is uncountable, there exists an uncountable subset A" of A and an
m < w such that m4 = m for every A € A’, that is,

1
Z I(I,)+ — < e forevery Ae A'. (8.17)
neA m
Next, for every A € A’ choose ks < w such that Doneavka In) < 1/m.

Since A’ is uncountable, there exists an uncountable subset A" of A" and
a k < w such that k4 = k for every A € A”, that is,

1
Z I(I,) < — forevery A e A”. (8.18)
neA\k m

Now we can find two different A, A’ € A” such that ANk = A’ Nk. For
such A and A’ we have, in particular, AU A" = AU (A" \ k). So, by (8.18)
and (8.17),

1
Do U <Y M)+ Y0 ) < Y II) + <
necAUA’ neA ’I’LGA’\]{) neA

Thus A and A’ are compatible and P is ccc.
Now for every F' € F let Dp = {A € P: F' C {J,c4 In}. Notice that
every D is dense in P. To see this, let A € Pandput 6 =e—> (1) >
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0. Since F € N we can find a B C w such that F C {J,cpIn and
> nep l(In) < 6. But then AU B € Dp since

DoM< Y UL+ Y U) <D M) +8=¢

neAUB neA neB neA

and F' C UneAuB I,,. Since AU B < A, the set D is dense.

Let D ={Dp: F € F}. Since P is ccc and |D| < |F| < ¢, by Martin’s
axiom there exists a D-generic filter F in P. Let A = U F. We will show
that A satisfies (8.16).

For every F' € F there exists an A € F N Dp. So F C |J
U,ci In since A C A. Then JF C Unei In-

To see >, 4l(In) < ¢ it is enough to show that ) ;. I(I,) < € for
every k < w. So fix k < w. Now for every n € ANk there exists an A, € F
such that n € A,,. Using condition (F1’) of the definition of a filter we can
find an A € F such that A < A,, for every n € ANk. But then ANk cC A

and
S UL) <Y ) <e.

neAnk neA
This finishes the proof. O

neA In -

All previous applications of Martin’s axiom could be deduced as well
from the continuum hypothesis, but in the remaining part of this section
we will show that this will not always be the case, by discussing the con-
sequences of MA+—-CH, which do not follow from CH. Similar results can
also be found in the next section.

In the next theorem we will use the following terminology. A subset A
of a partially ordered set (P, <) is compatible if for every finite subset Ag
of A there exists a p € P such that p < ¢ for all ¢ € Ag (compare this with
condition (F1’) from the definition of a filter).

Theorem 8.2.8 Assume MA+—CH and let (P,<) be a ccc partially or-
dered set. If A C P is uncountable, then there exists an uncountable com-
patible subset A of A.

Proof Let A C P be uncountable. Without loss of generality we may
assume that |A4| = w;.

The inductive approach to the proof is to construct a strictly increasing
sequence (Ag¢: § < wi) of compatible subsets of A such that (J._, A¢ is
an uncountable compatible subset of A. Although this idea is basically
correct, it has a fundamental flaw. If you start with Ay € [A]< such that
Ap is compatible with at most countably many elements of A, then this
construction must fail. Fortunately, there are only countably many sets
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Ap € [A]=* that may cause such a problem, and after removing them from
A we will be able to follow the idea just described.

So for p € P let A, = {q € A: ¢ is compatible with p}. We will show
that the set

A'={qe A:Ip<q(JAp| <w)} 1is at most countable. (8.19)

Indeed, consider the family F = {C C B: C is an antichain in P},
where B = {p € P: |A,| < w}. It is easy to see that F satisfies the
assumptions of the Hausdorff maximal principle. Thus we can choose a
maximal element Cy of F. Now Cj is clearly an antichain in P. So Cj is
at most countable, since P is ccc. It is enough to prove that

Ac | A,
reCy

since the set UT‘EC{) A, is countable, being a countable union of countable
sets. To see the inclusion, take ¢ € A’. Then there exists a p < ¢ such
that p € B. By the maximality of C there exists an r € Cy such that r
is compatible with p, that is, s < r and s < p < ¢ for some s € P. In
particular, r and ¢ are compatible, so ¢ € A,.. Condition (8.19) has been
proved.

Now the set A* = A\ A’ is uncountable. Moreover, if p < ¢ for some
q € A* then A, must be uncountable. In particular,

A7 ={q € A*: q is compatible with p} is uncountable  (8.20)

for every p € IP such that p < g for some q € A*.

Coming back to the idea of an inductive proof, we can see that we
could have a hard time extending an infinite set A¢ to a compatible set
Ag¢y1 properly containing A¢. This problem will be solved with the help
of MA.

For this, consider a partially ordered set

P* = {F € [A*]<“: F is compatible in P}

ordered by reverse inclusion D. Notice that the forcing P* is ccc. To see
why, let {Fr € P*: £ <w;}. We will find ¢ < £ < wq such that Fi and F;
are compatible, that is, that F-UF; € P*. But for every { < w; there exists
a pe € P with ps < p for every p € Fr. Moreover, the set {p¢: & < wq}
cannot be an antichain, since IP is ccc. Thus there are compatible p, and
pe for some ¢ < £ < w;. Now, if ¢ € P is such that ¢ < p¢ and ¢ < p¢ then
q < p for every p € F U F¢. Therefore F U F¢ € P* and P* is ccc.

Let (ge: £ < w1) be a one-to-one enumeration of A*. For a < wy define

Dy={FeP:3>a(qgeF)}
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and notice that the sets D, are dense in P*. This is so since for every
F € P* there exists a p € P such that p < ¢ for every ¢ € F, and, by
(8.20), p is compatible with uncountably many ge. In particular, there
exists a £ > a such that g¢ is compatible with p, and it is easy to see that
FU{g} € D, extends F.

Let D = {Dy: o < wy}. Then |D| < wy < ¢ so, by MA, there exists
a D-generic filter F' in P*. We will show that A = |J F' is an uncountable
compatible subset of A.

Clearly, A C A. To see that A is uncountable, notice that for every
a < w; there exists a £ > a such that g¢ € A, since F'N D, # (. To finish
the proof, it is enough to show that A is compatible.

So let F = {rg,...,rn} C A. For every i < n there exists an F; € F
such that r; € F;. By (F1’) we can find an FE € F such that E < F; for all
1 < n. In particular, £ D {rg,... ,r,} = F, that is, F' is compatible. O

By definition, a forcing PP is ccc if every uncountable set {p,: o € A}
contains two different compatible elements. Equivalently, P is ccc if for
every sequence (po: « € A) (not necessarily one-to-one) with uncountable
index set A there are different indices «, 3 € A such that p, and pg are
compatible. In this language Theorem 8.2.8 can be restated as follows.

Corollary 8.2.9 Assume MA+—CH and let (P, <) be a ccc partially or-
dered set. If (po: a € A) is an uncountable sequence of elements of P
then there exists an uncountable subset A of A such that {ps: a € A} is
compatible in P.

To state the next corollary, we need the following important definition.
Let (Pg, <o) and (P1, <) be partially ordered sets. Their product (P, <) is
defined by P =Py x P; and

(Po, 1) < (q90,q1) < Po <0 qo & p1 <1 q1.

Corollary 8.2.10 If MA+—CH holds then the product of two ccc forcings
18 ccc.

Proof Let (P, <) be a product of ccc forcings (Pg, <¢) and (P, <;) and
let ({(pa,qa): @ € A) be an uncountable sequence of elements of P. By
Corollary 8.2.9 used for the forcing Py and a sequence (p,: o € A), we
can find an uncountable subset A of A such that the set {p,: a € A} is
compatible in Py. Then there are different o, 8 € A such that g and gg
are compatible in Py, since Py is ccc. It is easy to see that (pa,q.) and
(ps, qs) are compatible in P. O

The last theorem of this section shows that Corollary 8.2.10 is false
under CH. In its proof we will use the following lemma, which is the main
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combinatorial tool needed to prove that different kinds of forcing (built
with finite sets) are ccc.

Lemma 8.2.11 (A-system lemma) If A is an uncountable family of finite
sets then there exists an uncountable subfamily Ay of A and a finite set A
such that X NY = A for every distinct X, Y € Ay.

Proof Since |A| > w we may assume that there is an n < w such that
each element of A has exactly n elements. The proof is by induction on n.

By our assumption we must have n > 0. (Otherwise A C {0} has
cardinality < 1 < w.) If n = 1 then elements of A must be pairwise
disjoint and the theorem holds with A = () and Ay = A. So assume that
n > 1 and that the theorem holds for (n — 1)-element sets. Consider two
cases.

Case 1: There exists an Ag € A such that Ag intersects uncountably
many A € A. Then there exists an a € Ay such that a belongs to uncount-
ably many A € A. In particular,

B={A\{a}: Ac A& ac A}

is an uncountable family of sets of size n— 1, and by the inductive hypothe-
sis, we can find an uncountable By C B and a finite set B such that CND =
B for every distinct C, D € By. But then 4y = {CU{a}: C € By} C Ais
uncountable and X NY = B U {a} for every distinct X,Y € A,.

Case 2: For every A € A the set

Sy={Be€A: AN B # 0}

is at most countable. Construct, by transfinite induction, a one-to-one
sequence (Ag¢: & < wi) of pairwise-disjoint subsets of A. This can be done
since for every £ < wj the set

{Be A: BNA¢ #0 for some ¢ <} = USAC
(<€

is at most countable. Then Ay = {A¢: & < wi} and A = ( satisfy the
desired requirements. O

In the next theorem, due to Galvin (1980), for sets A and B we will use
the notation
A®B={{a,b}:ac A& be B}.

Theorem 8.2.12 If CH holds then there are two ccc forcings such that
their product is not ccc.
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Proof The forcings will be constructed as follows. We will construct a
coloring function f: [w1]®> — 2. Then, for i < 2, we put K; = f~1(i) and
define

P; = {F € [w]<¥: [F]* C K;}

ordered by reverse inclusion D.

First we notice that the forcing Py x P; is not ccc, since the family
{{{&},{¢}) € Py x P1: & < w;} forms an antichain. This is the case because
compatibility of ({C}, {C}) and ({¢}, {€}) implies ({C, €}, {C,€}) € Py x P,
and this is impossible since Py NPy = [w1]=? is disjoint from [w;]?.

Thus it is enough to construct an f such that the forcings P; are ccc.
We will first translate the ccc property of P; into a condition that will be
appropriate for the inductive construction of f.

So fix i < 2 and let (F¢ € P;: £ < wi). To prove that P; is ccc we will
have to find { < £ < w; such that F¢ and F¢ are compatible, that is, that

[FC U Fg]Q C K;.

First notice that by the A-system lemma we can assume, choosing a sub-
sequence, if necessary, that for some F € [wq]<¥

FenNnFe=F forall ( <{<w.

But [Fy U Fe]* = [F(]* U [Fe]> U (F¢ \ F) @ (Fg \ F) and [F]? U [Fe]* C K;.
Thus we must find ¢ < £ < w; such that

(F\F) @ (Fe \ F) C K.

Replacing Fr with F¢ \ F, we notice that it is enough to prove that for
every sequence (Fg € P;: £ < wi) of pairwise-disjoint nonempty sets there
are ( < & < wj such that

Fc ® Fg Cc K;.

Moreover, for every a < wj such that Un<w F,, C « there exists a £ < wy
with F' = F¢ C w; \ @. Thus we can reduce our task by showing that for
every sequence (F,, € P;: n < w) of pairwise-disjoint nonempty sets there
exists an o < wy with |J, _ F C « such that for every F € [wy \ o]<¥

n<w
In<w (F,®F C K;),
that is, that
In<wVpeF,VyeF (f({B,7}) =1). (8.21)

Now, by induction on § < wy, we will construct an increasing sequence of
partial functions f: [£]? — 2 such that the entire function f: [wq]? — 2 will
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satisfy condition (8.21).2 For this, let ((F$), <, : £ < w;) be an enumeration
of all sequences (F),), <. of pairwise-disjoint nonempty finite subsets of wy
such that each sequence appears in the list wq times. Such an enumeration
can be chosen by CH, since the family of all such sequences has cardinality
< [([w1]<%)“| = ¢. The construction will be done while maintaining the
following inductive condition for every £ < wy:

(I¢) Foreveryi <2, a<¢ and F e [§\a]<,if |, ., Fy C a then the
set

E(i,a, F) ={F: VB e Fy ¥y e F (f({8,7}) = 1)}  (822)
is infinite.

Notice that this will finish the proof, since then f will satisfy (8.21)
for every i < 2 and every sequence (F, )<, of pairwise-disjoint nonempty
finite subsets of w;. To see this, choose o < w; such that Un<u F, C «
and (FMn<w = (Fu)n<w, and for every F € [wy \ a]<* find a & < wy
such that F' € [£\ a]<“. Then, by (I¢), there exists an n < w such that
E* € £(i,a, F). This n satisfies (8.21).

To make an inductive step, let n < w; be such that the construction is
already made for all £ < 7.

If 1 is a limit ordinal, then f: [7]? — 2 is already constructed and it is
easy to see that f satisfies (I,). So assume that n = £ + 1. We have to
extend f to {{f3,£}: B < &} while maintaining (I,)). So let

F = {<€(i,a,F),i>:i<2, a<§ Fele\a, U E> Ca}.

n<w

Clearly F is countable, being indexed by a countable set. Note also that
if (E(i,, F),i) € F then £(i,, F) is infinite. For a < ¢ this follows
directly from the inductive assumption (I¢). But if o = £ then F = () and
Eli,a, F) =E(1,a,0) = {F%: n < w} is infinite as well.

Let ({(Em,im): m < w) be an enumeration of F with each pair appearing
infinitely many times. Since each &,, is an infinite family of pairwise-
disjoint finite sets, we can construct by induction on m < w a sequence
(Em: n < w) of pairwise-disjoint sets such that E,, € &, for every m <
w. Define f({3,£}) = iy for every § € E,, and m < w, and extend it
arbitrarily to [7]?. It is enough to show that f satisfies condition (I,,).

Soleti < 2,a <n=¢+1,and F € [\a]<“ be such that Uneo £ C o
If FF =0 then £(i,o, F) = {F%: n < w} is infinite, and (8.22) holds. So

2 Formally we are defining an increasing sequence of functions fe: [€]? — 2, aiming for
f to be their union. But such an additional index would only obscure a clear idea.
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assume that F' # (. Now, if £ ¢ F then (8.22) holds for F' by (I¢), since
0 +£F C ¢\ aimplies o < €. So assume that £ € F and let F = F\ {¢}.
Then (£(i, o, F),i) € F and (E(i,, F), i) = (Em,im) for infinitely many
m < w. In particular, for every such m we have

f{B:€}) =i =i (8.23)

for every 3 € E,,. We claim that every such E,, belongs to (i, o, F'). This
will finish the proof, since all sets E,, are different. But for every g € F,,

f{B,A}) =i
holds for v € F = F'\ {¢}, since E,, € &, = E(i,a, F), and for v = £ by
(8.23). This finishes the proof. O
EXERCISES

1 Let X and Y be nonempty sets. Show that the forcing (Func,(X,Y), D)
is ccc if and only if |Y| < w. Hint: Use the A-system lemma.

2 A subset Z of R has strong measure zero if for every sequence (g,,: n < w)
of positive numbers there exists a sequence (J,,: n < w) of open intervals
such that each J,, has length less than €,, and Z C Un<w Jn. Assuming MA
show that every Z € [R]<° has strong measure zero. Hint: Let B be the
family of all open intervals with rational endpoints. For every (,: n < w)
of positive numbers use forcing

P={JeB": n<w& for every k < n the length of J(k) is less than e;}
ordered by reverse inclusion D.

3 (Due to Solovay) Infinite sets A and B are said to be almost disjoint
provided A N B is finite. Show that MA implies the following fact: If A
is a family of almost-disjoint subsets of w, |A| < ¢, and C C A, then there
exists a set S C w such that SN C is finite for every C' € C and SN A is
infinite for A € A\ C. Hint: Use a forcing P = [w]|<% x [C]<% ordered by
(s,€) < (¢, &) ifand only if s D &', £ D E' and (s\ s )NYJE =0.

4 We say that a set A is almost contained in B and write A C* B if A\ B
is finite. Let B C [w]* be such that () By is infinite for every finite By C B.
If MA holds and |B| < ¢ show that there exists an A € [w]* such that
A C* B for every B € B.
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5 Assume MA and let B be a family of almost-disjoint subsets of w such
that |B| < c. Show that for every A € [B]<* there exists a d C w such that
a C* d for every a € A and d N is finite for every b € B\ A. Hint: Let
A" ={a\n: n <w& a € A} and define P = [A*]<¥ x [B\ A]<¥, ordered by
(A,B) < (A',B')ifand only if A D A’, B> B’, and J(A\ A")NnJ B’ = 0.
Use the forcing P to define the set d as the union of all sets | J A with (A, B)
from an appropriate generic filter in P.

6 (Challenging) Assume MA and let £ < ¢ be an uncountable regular
cardinal. Show that for every family A of countable subsets of x such that
|A| < ¢ there exists a B € [k]* such that A N B is finite for every A € A.
Hint: Use a forcing similar to that from Exercise 3. Use the A-system
lemma to prove that it is ccc.

7 (Challenging) Generalize Exercise 6 as follows. Assume MA and let
Kk < ¢ be an uncountable regular cardinal. Show that for every family A
of countable subsets of x such that |A| < ¢ there exists a countable cover
{P,: n < w} of k such that AN P, is finite for every A € A and n < w.
Hint: If (P, <) is the partially ordered set used in Exercise 6, use the forcing
P* = Func,, (w,P) ordered by s < t if dom(s) D dom(t) and s(n) < ¢(n) for
every n € dom(t).

8.3 Suslin hypothesis and diamond principle

Let (X, <) be a linear order. For a,b € X, an open interval with endpoints
a and b is defined in a natural way as (a,b) = {z € X:a <z < b}. A
linearly ordered set X is ccc provided every family of pairwise-disjoint open
intervals in X is at most countable or, equivalently, when the partial order
(T \ {0}, C) is cce, where 7 is an order topology on X, that is, the topology
generated by the family of all open intervals in X.

In this terminology, Theorem 6.2.1(i) says that (R, <) is ccc.

Now let us turn our attention to Theorem 8.1.4. It says that a linearly
ordered set (X, <) is isomorphic to (R, <) if and only if it has the following
properties.

(a) X has neither a first nor a last element, and is dense in itself.
(b) X is complete.
(¢) X contains a countable dense subset.

In 1920 Suslin asked whether, in the preceding characterization, condi-
tion (c) can be replaced by the weaker condition

(¢) X is ccc.
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The Suslin hypothesis SH is the statement that such a replacement in-
deed can be made, that is, that any ccc linearly ordered set (X, <) satisfying
(a) and (b) contains a countable dense subset.

In what follows we will use the term Suslin line for a ccc linearly ordered
set (X, <) satisfying (a) that does not contain a countable dense subset.
Thus a complete Suslin line is a counterexample for the Suslin hypothesis.
In Exercise 1 we sketch the proof that the existence of a Suslin line im-
plies the existence of a complete Suslin line. Thus the Suslin hypothesis is
equivalent to the nonexistence of a Suslin line.3

In what follows we will show that the Suslin hypothesis is independent
of the ZFC axioms. We start with the following theorem.

Theorem 8.3.1 MA+—CH implies the Suslin hypothesis.

Proof Assume MA+-CH and, to obtain a contradiction, that there ex-
ists a Suslin line (X, <). Then the partially ordered set (P, <) = (7, C) is
cce, where J is the family of all nonempty open intervals in (X, <). We
will show that the product forcing P x P is not ccc, contradicting Corol-
lary 8.2.10.

For this, we construct by induction a sequence ({ag, be, ce) € X3: & < wy)
such that for every & < wyq

(i) ag < bg < c¢, and

(i) (ag,ce) N {bc: ¢ <& =0.

Such a construction can be easily made, since for every £ < wy the countable
set {b¢c: ¢ < &} cannot be dense, so there must exist a¢ < ¢¢ in X such
that (ag,ce) N{bc: ¢ < &} = 0. Thus such an element be can be chosen,
since X is dense in itself.

Now let Us = ((ag, be), (be, ce)) € P x P. It is enough to show that U
and Ug are incompatible in P x P for every ¢ < { < w;. This is the case
since by (ii) either be < ag, in which case (ac,b¢) N (ag, be) =0, or be > ¢,
in which case (be,cc) N (be, ce) = 0. O

The remainder of this section is devoted to the proof that the existence
of a Suslin line is consistent with ZFC.

Notice that in the proof of Theorem 8.3.1 we used MA+—CH only to
conclude that the product of ccc forcings is ccc, from which we deduced

3In the literature it is probably more common to find the term “Suslin line” used for a
ccc linearly ordered set that, considered as a topological space with the order topology,
does not have a countable dense subset. However, every such ordering can be extended
to a Suslin line in the sense defined here (see Exercise 2). Thus, independently of which
meaning of Suslin line is used, the Suslin hypothesis is equivalent to the nonexistence of
a Suslin line.
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that there is no Suslin line. Moreover, from Theorem 8.2.12 we know that
CH implies the existence of ccc forcings whose product is not ccc. Can we
generalize this argument to construct a Suslin line (X, <) under CH?

In what follows we will describe some difficulties that await any at-
tempted inductive construction of a Suslin line. Then we will show the
way to overcome these problems. In particular, the next lemma will be
used to achieve both of these goals. It will illustrate the aforementioned
difficulties, and will be used in our construction of a Suslin line. To state
the lemma, we need the following notation, which will be used for the
remainder of this section.

For a < w; the symbol A, will denote the ath limit ordinal number
in w; + 1. Thus {\s: @ < wi} is a one-to-one increasing enumeration of
the set of all limit ordinals in wy + 1. In particular, A\g = 0, A\; = w,
A =w-+w,...,and

Ay, =wi and Ay = U A for every limit ordinal a < w;.
<

Also, for a < wy let Qy = {A\y +n: n < w} and let <, be a linear-order
relation on Q, giving it the order type of (Q,<). Notice that A\o11 =
Ao UQ,, for every a < wy and that

a< Ay = U{@4: ¢ < a} for every a < wy.

Lemma 8.3.2 Let o <w;. If (Sg C A\g: 0 < a) and (ZgC A\gxAg: 8 < )
are such that for every § < v < «

(1) =g is a linear-order relation on \g;

(2) Sp is a proper initial segment of (A, =a);

() 2y=Us,(Z6) if v is a limit ordinal;

(4) if y =&+ 1 then the relation =, on Ay = A\¢ UQy is defined from =¢
by “sticking” the entire (Qg, <¢) between S¢ and A¢ \ S¢; that is, <
extends <¢ U <¢ and is defined for every (x,q) € Ae X Q¢ by: © <, ¢
if v € Sg, and q <, x if v € A¢ \ Se;

then for every v < «

(I)  (Ay, =) is a linearly ordered set that is dense in itself and has neither
a largest nor a smallest element.

Moreover, if a = wy then (w1, <., ) does not have a countable dense subset.
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Proof Condition (I) is easily proved by induction on « < wy. Its proof is
left as an exercise.

To see that (w1,=,,) does not have a countable dense subset take a
countable set D C w;. Then there is a { < wy such that D C A¢. Choose
a,b € Q¢ such that a <¢ b. Then, by (4), there is no d € D such that
a <y, d <y, b. So D is not dense. O

The linear order (w1, =<, ) constructed as in Lemma 8.3.2 has already
all the properties of a Suslin line, except possibly that of being ccc. Thus
the question is, Can we make it ccc?

Clearly, we have the freedom of choice of initial segments S,. Such a
choice can “kill” a potential uncountable antichain ((ac,b¢): ¢ < wi) by
making sure that, starting from some o < wi, all Q¢ for £ > a will be
placed inside some (a¢, be) for ¢ < . This would imply that there are only
countably many points of w; outside UC <ala¢,b¢), making it impossible
for ((ac,b¢): ¢ < wi) to be an antichain. There is, however, a problem
in carrying out such a construction using only CH, since we have an in-
duction of only length wy, and we have to “kill” 2“1 potential antichains
((ac,b¢): ¢ < wq). Thus once more we face the problem of having a “too
short induction.” Moreover, Theorem 8.3.1 shows that Martin’s axiom
can’t help us this time. Someone may still have a hope that, through some
trick, we can reduce the number of steps necessary to rescue this construc-
tion. Indeed, this is what we will do. However, such a “trick” can’t be
found with the help of CH alone, as it is known that the existence of a
Suslin line cannot be concluded just from the continuum hypothesis. Thus
we will need another “magic” axiom, which will show us the way out of our
dilemma. To formulate it, we need some new definitions.

A subset C of wy is closed if for every S C C its union |J S is in CU{w; }
or, equivalently, when every limit ordinal A < w; is in C provided C'N A is
unbounded in A. (In fact, being closed in w; is equivalent to being closed in
the order topology of wy.) For example, a nonzero ordinal number a < wy
is closed in wy (as a subset) if and only if it is a successor ordinal.

In what follows we will be primarily interested in closed unbounded
subsets of wy (see Section 5.3). Notice that these sets are quite big, as
follows from the next proposition.

Proposition 8.3.3 If C and D are closed, unbounded subsets of wy then
C N D is also closed and unbounded.

Proof Clearly, C N D is closed, since for every S C C'N D its union |JS
is both in C' U {w;} and in D U {w;}.

To see that C'N D is unbounded in wj, pick @ < w; and define by
induction the sequences (v, € C: n < w) and (6, € D: n < w) such that
a < Yp < 8y < Ypa1 for every n < w. It can be done since sets C' and
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D are unbounded in wy. Then 8 =, ., = U,y On < w1 belongs to
C' N D and is greater than a. O

One of the most important facts we will use about the closed unbounded
sets is the following proposition.

Proposition 8.3.4 Let F be a countable family of functions of the form
frowl —wor frwl — [w]S% withn < w. If

D = {a <wi: « is closed under the action of F}
then D is closed and unbounded.

Proof It is easy to see that D is closed (compare the proof of Lemma 6.1.6).
To see that it is unbounded pick 8 < w; and let i: w; — [w1]S* be given
by i(a) = a = {B: 8 < a} € [w1]=*. Then, by Lemma 6.1.6(a) used with
Z = [3, there is a countable subset Y of w; that is closed under the action
of FU {i}. In particular, closure under the action of {7} implies that Y is
an ordinal number. So Y is a countable ordinal number containing § and
belonging to D. O

A subset S of wy is stationary if SN C # () for every closed unbounded
set C' C wi1. The theory of stationary sets is one of the most beautiful and
useful parts of set theory. However, due to lack of space, we will not be
able to develop it here in full. Some traces of its power can be found in the
rest of this section and in the exercises.

The additional axiom we will need is called the diamond principle and
is usually denoted by the symbol <. It reads as follows.

Diamond principle ¢ There exists a sequence (4, C wi: a < wi),
known as a <{»-sequence, such that for every A C w; the set

{a<wi: ANa=A,}
is stationary.

Notice that
Proposition 8.3.5 { implies CH.

Proof Let A C w. Since C' = w; \w is closed and unbounded, there exists
an « € C such that A, = ANa=ANw=A. Thus {4, Nw: a <w} =
P(w). O

In the next chapter we will show that < is consistent with the ZFC
axioms. It is also true that it does not follow from CH. Thus we have the
following implications, none of which can be reversed:

$=CH = MA.
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As we have just seen a {-sequence lists all subsets of w. But it also
captures a lot of information regarding uncountable subsets of wy. This will
be enough to overcome the obstacles to the construction of a Suslin line
described earlier. For the construction we need the following easy lemma.

Lemma 8.3.6 If { holds then there exists a sequence (B, Caxa: a< w)
such that for every B C w1 X wy the set

{a<wi: BN(axa)=B,}
18 stationary.

Proof Let fo, fi: wi — w; be such that f: w; — w? given by f(§) =
(f0(&), f1(€)) is a bijection and let B, = f[Aa] N (o x ). Notice that,
by Proposition 8.3.4 used with the family F = {fo, f1, f '}, the set D =
{a: fla] = a x a} is closed and unbounded.

To see that the sequence (B, : o < w1) has the desired properties, take
B C w1 X wy and let C C w;y be closed and unbounded. We must find an
a € C such that B, = BN (a x a).

Since C'N D is closed and unbounded and {a < wy: f~Y(B)Na = A,}
is stationary, there is an « € C'N D such that A, = f~}(B)Na. But a € D
implies that

Au=fB)na= " B)NfHaxa)= (BN (axa))

Hence B, = f[As] N (a X a) = BN (a X a). O

Theorem 8.3.7 If { holds then there exists a Suslin line (X, <). In par-
ticular, the Suslin hypothesis fails.

Proof We will construct (X, <) = (w1, S, ) as in Lemma 8.3.2, following
the idea described after its proof. The sequence (B, C a X a: a < wi)
from Lemma 8.3.6 will be used as an “oracle” that will tell us how to choose
initial segments S, so as to “kill” all potential uncountable antichains.

Thus we will construct inductively the sequences (S, C Ay: a < wy)
and (X,C Ay X Aot @ < wq) such that for every 8 < a < w;

1

=« 18 a linear-order relation on A,;

3)  Za=Upa(Zp) if a is a limit ordinal;

(
(
(
(

)

2) S is a proper initial segment of (A, <3);
)
)

4) if @ =&+ 1 then <, extends <¢ U <, and for every (x,q) € A\¢ X Q¢

is defined by: © <, qif x € S¢, and ¢ <, x if z € A\¢ \ Se.
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Note that by Lemma 8.3.2 we know that such a construction can be
made and that (X, <) obtained this way is linearly ordered, is dense in
itself, has neither a largest nor a smallest element, and does not have a
countable dense subset. So it is enough to show that we can choose sets
Se such that (X, <) will be ccc.

So assume that for some a < wq the sequences (S C Ag: 8 < a) and
(Z8C Ag x Ag: B < «) are already constructed. We must construct the
proper initial segment S, of A,. It will be done as follows.

For a,b € A, let (a,b), be an open interval in (A,, <o) with the end-
points a and b, that is,

(a,0)o = {x € Ay: a <o T <4 b},

and for ( < a let
? ={(a,b)a: (a,b) € B¢}.

Notice that Be C ( X ( C A X Ag, s0 C¢ is well defined. Define the family
Fo as

{C¢: ¢ < aand C7 is a maximal family of disjoint intervals in (Ao, <o)}

and let {£,:n < w} = F, U{C}, where C is an arbitrary maximal family
of pairwise-disjoint intervals in (Ao, <). (We add C to this list just to avoid
a problem when F, = 0.)

The idea of the proof is that the elements of | J,, <w, Fa Will be approxi-
mations of all the potential families of pairwise-disjoint intervals in (X, <).
We will make sure that every family C € F, remains maximal after step
o by “sticking” every Qg for o < 8 < w; inside some interval I € C, thus
adding no new elements of X outside |JC.

So define, by induction on n < w, a sequence ({an,bp) € AgXAq: N < W)
such that for every n < w

(A)  a =g ap <o by <a b for some (a,b), € E,; and
(B)  an—1 <a an <o by <4 by—1 for n > 0.

Such a construction can be made since, by Lemma 8.3.2, (A, =) is dense
in itself and, by the maximality of &£,, the interval (an—1,bp—1)s must
intersect some (a,b), € E,. We define S, = {z € A\y: In < w (z =4 an)}-
This finishes the construction.
Now notice that if C? € F, for some ( < a < wi, then there are
n < w and a,b € A\, such that a <, an, <4 bn <o b, (a,0)s € C?, and
apn, € Sq, but b, € S,. In particular, Q, C (apn,bp)at1 C UC?"‘1 and C‘g“
remains a maximal family of pairwise-disjoint intervals in (Aq41, <a+1)- S0
Cotl e Foir.
¢ a+1
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Using this, we can easily prove by induction on § < w; that for every
o < wi
if Co € Foanda<B<w then [J Q,c|JcCl and CJ € Fp.
a<y<p
This, in particular, implies that | Q, c UCy* provided Cy, € Fa,
that is, that

a<y<w:

Ca' is a maximal family of disjoint intervals in (X, <), if C5 € F,. (8.24)

To see that (X, <) is ccc assume, to obtain a contradiction, that there is
an uncountable family A of nonempty pairwise-disjoint intervals in (X, <).
Using Zorn’s lemma we can extend Ag to a maximal family A of nonempty
pairwise-disjoint intervals in (X, <). Put B = {{(a,b): (a,b),, € A}. The
maximality of 4 means that for every a,b € X, with a < b, there exists
a nonempty interval (I,7),, = (I(a,b),7(a,b)),, € A intersecting (a,b), -
Let I,7: w? — w; be functions having the foregoing property and let
A: wy; — wq be given by A(€) = A\¢ + 1. Put

D = {a < w;: ais closed under the action of {A,l,r}}.

By Proposition 8.3.4, D is closed and unbounded in w;. Moreover, for
every a € D,

Aa = Q, (8.25)
and
Do ={(l,r)a: {(I,ry € BN (a x a)} (8.26)

is a maximal family of pairwise-disjoint intervals in (A, <o) = (@, Z4).

Condition (8.25) follows from the fact that « is closed under the action
of A. To see why, notice first that o is a limit ordinal, since {4+1 < A¢+1 =
A(§) < afor every € < a. Now Ag =g, Ae S a < A

Condition (8.26) follows from the closure of a under the actions of [ and
r, since for every a,b € a = A\, with a <, b, there are [ = l(a,b) < « and
r =r(a,b) < a with (I,r),, € A intersecting (a,b),,. This clearly implies
that (I,7)s € D, intersects (a,b)s, making D, maximal in (A,, <) =
(o, =4 ).

By the choice of the sequence (B, C a X a: o < w;) there exists an
a € D such that BN (a X a) = B,. Hence, by (8.25) and (8.26),

Co={(l,r)a: {I,ry € Bo} ={(,r)a: (l,ry € BN (ax a)} =D,

is a maximal family of pairwise-disjoint intervals in (a, <) = (Aa, Sa)-
Hence, by the definition of F,, Cy € F,. So, by (8.24), C&' is a maximal
antichain in (X, <), contradicting the fact that C4' is a proper subset of
an uncountable antichain A. Thus we have proved that (X, <) is ccc. O
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EXERCISES

1 Let (X, <) be a Suslin line and let X* be the family of all proper
nonempty initial segments of X without last elements. Prove that (X*, C)
is a complete Suslin line.

2 Let (X, <) be a ccc linearly ordered set and assume that X, considered
as a topological space with the order topology, does not have a countable
dense subset. Show that there exists an Xy C X such that (Xo, <) is a
Suslin line and for every a,b € Xy, with a < b, there is no countable dense
subset of (a,b) N Xo. Hint: Define an equivalence relation ~ on X by
putting x ~ y if and only if the interval between them contains a countable
subset that is dense in it with respect to the order topology. Choose X to
be any selector from the family of all equivalence classes of ~, from which
the least and the greatest elements are removed, if they exist.

3 Complete the proof of Lemma 8.3.2 by proving condition (T).

4 Prove that if sets C,, C wy are closed and unbounded then
closed and unbounded.

C,, is

n<w

5 Let {C, C wi: a < wi} be a family of closed unbounded sets. Prove
that the set

D={y<wi:y€C, forall a <~}

known as the diagonal intersection of the sets Cy, is closed and unbounded.

6 Prove the following theorem, known as the pressing-down lemma or
Fodor’s theorem:

Let S C w; be a stationary set and let f: S — w; be such that
f(y) < v for every v € S (such a function is called a regressive
function). Then there exists an o < wy such that f~!({a}) is
stationary.

Hint: Otherwise for every « there exists a closed and unbounded set C,
disjoint from f~*({a}). Consider the diagonal intersection D of the sets
C, and show that it is disjoint from S.
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7 A tree is a partially ordered set (T, <) with a smallest element such that
the relation < is well founded, that is, that every initial segment of T is
well ordered. A Suslin tree is an uncountable tree that, considered as a
forcing with the reversed order (T, <), has neither uncountable chains nor
uncountable antichains. Show the existence of a Suslin line implies the
existence of a Suslin tree. Hint: Start with a Suslin line (Xo, <) as in
Exercise 2. Define, by induction on £ < wy, a sequence (T¢: & < wq) such
that Tp = Xo and each T¢ for £ > 0 is a maximal family of pairwise-disjoint
intervals in X, none of which contain any endpoint of any interval from
Uc<e Te- Then T' = (U, T¢ ordered by reverse inclusion D is a Suslin
tree.

8 Show that the existence of a Suslin tree (T, <) implies the existence of a
Suslin line. (Thus the existence of a Suslin line is equivalent to the existence
of a Suslin tree.) Hint: Let =< be any linear order on T" and let X be the
family of all strictly increasing functions f from an ordinal number « into
(T, <) such that f[«] is a maximal chain in T (such an f is called a branch
of T'). For different f,g € X define f < g if f(8) < g(8), where § is the
smallest ordinal for which f(8) # ¢g(8). Show that (X, <) is a ccc linearly
ordered set such that X, considered as a topological space with the order
topology, does not have a countable dense subset. Then use Exercise 2.

9 For a tree (T, <) and an ordinal number «, the a-level of T is the set
of all t € T for which the initial segment generated by ¢ has order type a.
(Thus any level of T is an antichain.) An Aronszajn tree is an uncountable
tree with no uncountable chains and all levels countable. (Thus every Suslin
tree is an Aronszajn tree.) Show, in ZFC, that there exists an Aronszajn
tree. Hint: For f,g: @ — w write f =* g if the set {8 < a: f(B) # g(B)} is
finite. Define, by induction on a < wi, a sequence of one-to-one functions
(Sa € w*: a < wy) such that w \ range(sy) is infinite and s,|g =* sg for
every 3 < a. Define T = {s € w*: a < wy & s =* s,} and relation < as
reverse inclusion D.



Chapter 9

Forcing

In this chapter we will describe a technique for proving that some set-
theoretic statements are independent of the ZFC axioms. This technique
is known as the forcing method. We will not prove here all the theorems
needed to justify this method. (Sketches of some of the missing proofs are
included in Appendix B. The complete proofs can be found, for example,
in Kunen (1980).) Instead, we will describe only the essentials for its use
and concentrate on its applications.!

9.1 Elements of logic and other forcing pre-
liminaries

We will start here with some definitions, which will serve as technical tools
to develop the forcing method.

A set M is said to be transitive if x C M for every x € M, that is, if
a € x and x € M imply that a € M.

Lemma 9.1.1 For every set x there exists a smallest transitive set trel(x)
such that x C trcl(z).

Proof Define, by induction on n < w,

Up(z) =2 and Upyi(z) =JUn(z) for n <w.

I The material included in Appendix B is not essential for the applicability of the forcing
method and can be completely skipped. However, those interested in reading it should
consider waiting at least until the end of this section, since the material included here
should make Appendix B easier to follow.

164
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Then trcl(z) = U, ., Un(x) is the desired set. It is transitive, since for
every y € trcl(z) there is an n < w such that y € Up(z). Then y C
UUn(z) = Upg1(x) C trcl(x).

To prove the minimality of trcl(x) it is enough to take a transitive set
M with z C M and show, by induction on n < w, that U, C M for every
n < w. The details are left as an exercise. ]

The set trcl(z) from Lemma 9.1.1 is called the transitive closure of x.
For an ordinal number « define inductively a sequence (R(8): 8 < «)
by putting

(a) R(0)=0,
(b) R(B+1)=P(R(Q)) for § < a, and
(c)  R(A) =Ugy R(B) for every limit ordinal A < a.
Note that the sequence (R(8): 8 < «) is increasing, that is, that
R(B) C R(7) for every ordinal numbers v < 8 < a. (9.1

An easy inductive proof of this fact is left as an exercise.

Lemma 9.1.2 For every set x there exists an ordinal number o such that
z € R(w).

Proof First notice that for any set z,

(%) iffor every y € z there exists an ordinal number « such that y € R(«),
then © € R(ag) for some ordinal «q.

To see this, let » be a function such that r(y) = min{8: y € R(8+ 1)}
for every y € z. Such a function exists by the axiom of replacement.
Let v = Uy, r(y). Then 7 is an ordinal number and x C R(y). So
v e P(R()) = R(y+1)

Now, to obtain a contradiction, assume that there exists an x such that
x & R(«) for every ordinal number a. So, by (%), there exists a y € = such
that y € R(«a) for every ordinal number «. In particular, the set

A= {y € trcl(x): y ¢ R(a) for every ordinal number a}

is not empty. So, by the axiom of regularity, A contains an €-minimal
element, that is, there exists an z¢ € A such that ANxzg = 0. But z¢ €
A C trcl(z). Hence z¢ C trcl(z), since trcl(z) is transitive. Therefore z
satisfies the assumption of (x) so zg € R(ayg) for some ordinal number ay.
But this contradicts zg € A. O
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For a set = define the rank of x by
rank(z) = min{f: x € R(6 + 1)}.
Notice that by Lemma 9.1.2 rank(z) is defined for every set x.
Lemma 9.1.3
(a) rank(x) < « if and only if x € R(«).
(b) Ifx €y then rank(z) < rank(y).

Proof (a) This is obvious by (9.1) and the definition of rank(x).
(b) If B = rank(y) then y € R(8 + 1) = P(R(S)). So z € y C R(B).
Therefore rank(z) < 8 = rank(y). O

Before we describe the forcing method, we will reexamine some notions
discussed in Sections 1.1 and 1.2. This should give us a better under-
standing of what we mean when we say that a property is “independent of
ZFC.

In what follows the term “formula” will always be understood as a
formula of the language of set theory, that is, the language described in
Section 1.2. In particular, the set of all formulas is defined by induction on
their length from only two basic kinds of formula: “x € y” and “z = y,”
where symbols x and y represent variables. A more complicated formula
can be built from the less complicated formulas ¢ and v only by connecting
them with logical connectors, @&, ¢ V ¥, p—1, <), or by preceding
one of them with the negation, -, or a quantifier, 3xp, Vaxp. For example,
“e =y & Jx Vy (z € y)” is a correct formula, whereas expressions such
as “x €y € 27 or “z2 =tV are not. (Although “x € y € 2” could be
interpreted as “z € y & y € 2,7 the latter being a correct formula.)

A wariable in a formula is any symbol that represents a set. More
precisely, it is any symbol that is neither of the following: “€,” “=
Go) K& Ay K K “gD g (P or )7 Tn a given formula
not all variables must be alike. For example, in the formula ¢ defined as
“r=1y & Jz (2 = 2)” the variables x and y are parameters and ¢ might
be either true or false, depending on what value we associate with z and
y. On the other hand, the variable z lies within the scope of the quantifier
“3” and is not a parameter.

The variables of a formula ¢ that are within the scope of a quantifier
are said to be bound in . The parameters of a formula will be referred to
as free variables. Notice that the same symbol in the same formula may be
used both as a bound variable and as a free variable. For example, this is
the case in the formula “Iz (z € y) & = = y,” where the first x is bound,
while the second plays the role of a free variable. (Notice the importance
of the distribution of parentheses.)
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Formulas without free variables are called sentences. Since all variables
in a sentence are bound, no interpretation of free variables is necessary to
decide whether it is true or false. For this reason only sentences will be used
as axioms. On the other hand, if z1,... ,z, are free variables of a formula
©, we often write ¢(x1,...,x,) instead of ¢ to emphasize its dependence
on zi,...,Tn. In particular, we will usually write Jzp(z) and VYrp(r) in
place of Jzp and Vzp.

By a theory we will mean any set of sentences. The sentences belonging
to a theory T will be treated as its axioms.? In particular, ZFC is a theory,
and it consists of infinitely many axioms since each of the scheme axioms
(comprehension or replacement) stands for infinitely many axioms.

We say that a sentence ¢ is a consequence of a theory T (or that ¢ can
be proved in a theory T') and write it as T F ¢ if there is a formal proof of
 using as axioms only sentences from T'. It is also equivalent to the fact
that there exists a finite set Ty = {¢o, ... , ¥, } of axioms from T" such that
(o& - - - &by, ) —p is a consequence of axioms of logic. (See Appendix B for
more details.)

A theory T is said to be inconsistent if there is a sentence ¢ such that
T+ (p&—p), that is, if it leads to a contradiction. Equivalently, T is incon-
sistent if every sentence 1) is a consequence of T. (The equivalence follows
from the fact that the implication (p&—p)— is true for all formulas ¢
and 1.) Conversely, we say that a theory T is consistent and write Con(T")
if T is not inconsistent, that is, if 7" does not imply a contradiction. A
sentence “y” is consistent with theory T if T+ “” is consistent.

Evidently, from the point of view that theories should carry useful in-
formation, only consistent ones are interesting. In particular, we will be
assuming here that ZFC is consistent. (Recall that by the Godel’s second
incompleteness theorem, Theorem 1.1.1, there is no hope of proving the
consistency of ZFC in itself as long as it is really consistent.)

The relation between the notions of “being a consequence of a theory”
and “being consistent with a theory” is best captured by the following fact,
whose easy proof is left as an exercise:

T¥ ¢ if and only if Con(T + “~¢”). (9.2)

Recall also that a sentence ¢ is independent of theory T if neither T' - ¢
nor T'F —p or, equivalently, when both theories T+ “¢” and T + “—¢”
are consistent. Thus Goédel’s first incompleteness theorem, Theorem 1.1.2,
implies that there are sentences of set theory that are independent of ZFC.

2 We assume that theory contains only sentences, since it is more difficult to accept a
formula with some free variables as an axiom. (Intuitively whether it is true or false can
depend on the value of the free variables.) However, logically any formula ¢ is equivalent
to a sentence Vzi - - - Vanp, where {z1,... ,xn} is a list of all free variables in ¢. So our
restriction is not essential.
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The forcing method will be a tool to show that a given sentence v is
consistent with ZFC. So, in order to prove that a sentence v is independent
of ZFC, we will be proving that the theories ZFC+ “y)” and ZFC+ “—)” are
both consistent.

EXERCISES

1 Complete the details of the proof of Lemma 9.1.1 by showing the mini-
mality of trcl(z).

2 Prove (9.1).

3 Prove (9.2). Hint: Use the fact that (T'U {¢}) F ¢ if and only if
T+ (p=9).

9.2 Forcing method and a model for -CH

Consider a transitive set M. For every formula 1 of the language of set
theory (without any shortcuts) we define a formula ¢ | called its relativiza-
tion to M. It is obtained by replacing in 1 each unbounded quantifier Vx
or Jx with its bounded counterpart Vo € M or dx € M. For example, if
g is a sentence from the axiom of extensionality

Ve Yy [Vz (z € zoz € y)—ax =y
then 1! stands for
Vee MVye M Vze M (z € -z € y)—r =1y].

In particular, if ¥ (z1,...,2,) is a formula with free variables x1,... ,x,
and ti,...,t, € M then ¥M(ty,... t,) says that ¥(ty,...,t,) is true
under the interpretation that all variables under quantifiers are bound to
M. In other words, Y™ (t1,... ,t,) represents the formula (¢, ... ,t,) as
seen by a “person living inside M,” that is, thinking that M represents the
entire class of all sets. (This is the best way to think of ")

For a transitive set M and a formula 1 (with possible parameters from
M) we say that “p is true in M” and write M |= 1 if ™ is true. For a
theory T' we say that “T' is true in M7 or that “M is a model for T” if
™ holds for every v from T.

Note that a model for a theory T is just a set satisfying some properties.>
Thus, if M is the empty set, then M is a model for the theory T' consisting

3 For those readers who have been exposed previously to any kind of model theory we
give here a bit of an explanation. We do not need to interpret any constants of set
theory in M, since the language of set theory does not contain any constants. And the
only relations that we have to take care of are the relation symbols “€” and “=,” which
are interpreted as the real relations of “being an element of” and “being equal to.”
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of all the axioms of ZFC except the set existence and the infinity axioms.
This is so since any other axiom starts with a general quantifier Vz, and its
relativization to M = () starts with Vo € (), that is, is satisfied vacuously.
Similarly, if M is any transitive set, then the axiom of extensionality is
satisfied in M, since for any set x € M

ze€x ifandonlyif z€e M & z € z.

It is also relatively easy to see that M = R(w) is a model for ZFC minus
the infinity axiom (see Exercise 1).

Forcing consistency proofs will be based on the following fundamental
principle.

Forcing principle In order to prove that the consistency of ZFC implies
the consistency of ZFC+“y” it is enough to show (in ZFC) that

(F) every countable transitive model M of ZFC can be extended to
a countable transitive model N of ZFEC+“y.”

We use here the word “extend” in the sense of inclusion, that is, N extends
M means that M C N.

In what follows we will use the letters CTM as an abbreviation for
“countable transitive model.” Thus the forcing principle asserts that if we
can prove in ZFC the implication

[3M (M is a CTM for ZFC)|=[3N(M C N & N is a CTM for ZEC+“})”)]

then we can conclude from it that Con(ZFC') implies Con(ZFC + “i”).

We will not prove the forcing principle here, since its proof is not im-
portant for the applications of the forcing method. However, a sketch of
its proof can be found in Appendix B.

To use the forcing principle we will assume that we have a countable
transitive model M of ZFC and then will extend it to an appropriate
model N. To describe the extension method we need a few more defi-
nitions. Let M be an arbitrary family of sets and let P be a partially
ordered set. A filter G in P is M-generic if D NG # ) for every dense
subset D of P that belongs to M. Notice that the Rasiowa—Sikorski lemma
(Theorem 8.1.2) immediately implies the following lemma since the family
{DeM:DcCP & D is dense in P} is countable for any countable set M.

Lemma 9.2.1 For every partially ordered set P, p € P, and countable set
M there exists an M-generic filter G in P such that p € G.

The model N from (F) will be constructed by using the following the-
orem.
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Theorem 9.2.2 For any countable transitive model M of ZFC, partially
ordered set P = (Py,<) € M, and M-generic filter G in P there exists
a smallest countable transitive model N of ZFC such that M C N and
GeN.

The model N from Theorem 9.2.2 is usually denoted by M[G] and is
called a generic extension of M. We will also refer to M as the ground
model of M[G].

Before we present a construction of M[G] we will have a closer look at
Theorem 9.2.2. To make good use of it we must expect that a countable
transitive model M for some property ¢ (such as CH) can be extended to a
model M[G] of its negation —p. For this, M[G] must be a proper extension
of M. However, Theorem 9.2.2 does not rule out that M[G] = M. In fact,
if G € M then clearly M[G] = M. Fortunately, the extension will be proper
for a large class of partially ordered sets described in Proposition 9.2.3.

Proposition 9.2.3 Let M be a transitive model of ZFC and let P € M be
a partially ordered set such that

(%) for every p € P there are two incompatible q,7 € P below p.

If G is an M -generic filter in P then G & M.

Proof Notice that (x) implies that D = P\ G is dense in P. Now if D € M
then, by the definition of an M-generic filter, we would have G N D # ),
which is impossible, since GND = GN(P\G) =0. SoD ¢ M. But P e M
and M is closed under taking the difference of two sets, since it is a model
of ZFC. Therefore G ¢ M, since otherwise D =P\ G € M. g

Without any doubt the reader should notice a similarity between Mar-
tin’s axiom and the statement of Theorem 9.2.2. In fact, the generic filter
G from the theorem will be used in M[G] in a way similar to the way we
used generic filters in the proofs where Martin’s axiom was used. To see the
similarities as well as differences between such uses in both cases consider
the following example.

Example 9.1 Let M be a countable transitive model of ZFC. For sets X
and Y from M consider the forcing P(X,Y) = (Func,(X,Y),D). Then
P(X,Y) belongs to M, being defined from X,Y € M. It is easy to see that
if X is infinite then the sets

D, ={peP(X,Y): z €dom(p)} forze X

and
R, ={peP(X,Y): y crange(p)} foryeY
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are dense in P(X,Y). They belong to M, since each of them is defined
from P(X,Y) and either z € X C M or y € Y C M. In particular, if G
is an M-generic filter in P(X,Y") then, by Proposition 8.1.1, g = JG is a
function from X onto Y.

In the proof that —~CH is consistent with ZFC we will use the forcing
Py = P(wy X w,2). Then, for an M-generic filter Gy in Py, we see that
9 =UGo: w2 X w — 2 belongs to M[Gy]. Moreover, notice that for every
¢ < & < wo the sets

E: ={p € Py: In <w [((,n), (§,n) € dom(p) & p(¢,n) # p(&, )]}

are dense in Py and belong to M. Thus an M-generic filter intersects every
such set, that is,

for every ¢ < £ < wq there exists an n < w such that g({,n) # g(§,n). (9.3)

Now for every £ < wa we can define a function g¢: w — 2 by ge(n) = g(&,n).
The set {ge: £ < wa} belongs to M[G], since it has been defined only
from g € MI[G]. Moreover, by (9.3), all functions g¢ are distinct and
{ge: € < w2} C 2¥. So we have proved that (in M[Gy]) the family 2¢
contains a subset {g¢: & < wy} of cardinality wo, so ¢ = [2¢| > wy > wy.
That is, in M[Gy] the continuum hypothesis is false.

Is this really all we need to prove? Is it that simple? Unfortunately the
preceding argument contains several imprecisions and gaps. To see this let
us consider another forcing P* = P(w,w;) = (Func, (w,w1), D) and let G*
be an M-generic filter in P*. Then, as we noticed before, ¢ = [JG* is a
function from w onto wy! This looks like a clear contradiction. What is
wrong? Is Theorem 9.2.2 false?

The answer is that there is nothing wrong with Theorem 9.2.2. What
is wrong with our “contradiction” is that there is a misconception of what
the theorem really says. It tells us that M[G] is a model for ZFC as long
as M is such a model. In particular, ™ and ™[] are true for every
sentence ¢ that is a consequence of ZFC axioms. However, the constants
are not a part of the formal language of set theory, and we use them only
as shortcuts for the formulas representing them. Thus we write “x is equal
to w1” to express the fact that = is the unique set satisfying the formula
p(z): “x is the smallest uncountable ordinal number.” Theorem 9.2.2
tells us that the sentence ¢ defined by 3lx ¢(x) is true both in M and
in M|G], since the existence of a unique w; can be proved in ZFC. Thus
™ holds for N = M or N = M|[G], and there exists a unique wl¥ € N
such that oV (wl) is true, that is, that wi¥ is an “w; with respect to N.”
However, Theorem 9.2.2 does not tell us that w}! = wiW[G]! In fact, since
M is countable and transitive, every element of M is countable. Thus by



172 9 Forcing

manipulating M from outside we may be able to take any set € M that
is uncountable in M and find a generic extension M[G| of M in which
is countable. And this is precisely what happened in M[G*]! The ordinal
number w became a countable object in M[G*], and w} is not equal to
w{w (e, (The argument that indeed wi? # wiw &™) will be completed after
Lemma 9.2.5.)

In fact, so far we are not even sure whether what is an ordinal number
in M remains so in M[G], or even whether what is 2 in M remains 2 in
M|[G]. To address this issue we have to examine our set-theoretic vocab-
ulary more carefully. In particular, the general question we would like to
examine is, Which properties of elements of M are preserved in its exten-
sion M[G]? (This can be viewed as an analog of the preservation problems
for transfinite-induction constructions discussed in Section 6.1.)

To address this issue recall once more that every set-theoretic term we
use can be expressed by a formula of set theory. So the question may be
rephrased as follows:

For which properties P does there exist a formula ¢ (z1, ... ,z,)
describing P such that if ¢(¢,... ,t,) is true in M for some
t1,...,tn € M then ¢(t1,... ,t,) is also true in M|[G]?

The properties that are always preserved in such extensions will be called
absolute properties. More precisely, a property is absolute provided it can
be expressed by a formula ¢ (z1,...,2,) such that for every transitive
models M and N of ZFC with M C N and for every ti,...,t, € M
formula M (t1,... ,t,) holds if and only if ™V (¢,... ,t,) holds.

The absoluteness of most properties we are interested in follows just
from the fact that the models we consider are transitive. To identify a
large class of such properties we need the following notion. A formula ¥ is
a Ag-formula if it can be written such that the only quantifiers it contains
are bounded quantifiers, that is, quantifiers of the form 3z € y or Vx € y.

Lemma 9.2.4 Let M be a transitive set and let ¥(xq,... ,zy,) be a Ag-
formula. Ifty, ... t, € M then vM(ty, ... t,) is equivalent to 1 (t1,...,t,)
in the sense that the sentence

VM[M is transitive — (Vt1,... ,t, € M)(™M(t1,... ,tn) < ¥(t1,... ,tn))]
18 provable in ZFC. In particular, the property expressed by 1 is absolute.

Proof The proof goes by induction on the length of formula .

Clearly it is true for any basic formula z € y or x = y, since for any
quantifier-free formula 1) its relativization ¢ is identical to 1.

So assume that formula %) is built from the less complicated formulas
po and 1, that is, @ is in one of the following forms: po&p1, @ V @1,
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o1, Porp1, 7o, I € o, or Vo € t pp. For example, if ) = 1V g2
and the lemma is true for all formulas of length less than the length of 1,
then it holds for ¢g and ¢1. In particular,

PM = (o V)M = op" Vel =0 Vo1 = 1.

We argue similarly if v is the negation of a formula, or is obtained from
two formulas by using the logical operations &, —, or <.

If 4 is of the form 3z € t o (z) for some ¢t € M then its formal represen-
tation is 3z [x € t & @o(x)]. Then M stands for Jr € M [z € t & P} ()],
which is equivalent to (3z € tNM)po(z) since o(z) is equivalent to p)! ()
by the inductive assumption. But ¢ € M and M is transitive. Sot C M
and t N M = t. Therefore ™ is equivalent to 3z € t wo(z), that is, to 1.

The case when 1) is of the form Vx € t ¢o(z) is similar. O

For example, the property “y is a union of z,” y = |Jz, is absolute,
since it can be written as the following Ag-formula ¥4 (z, y):

Vw e yIz € z(w € z) & Vz € 2Vw € z(w € y).

Lemma 9.2.5 The following properties can be expressed by a Ag-formula.
In particular, they are absolute.

0) zCuy.
(1) y=Ue.
2) y=Naz.
(3) z==zUy.
4) z=zny.
(5) z=z\y.
(6) =={z,y}.
(7) 2 is an unordered pair.
(8) == (x.y) (ie. z={{z}, {z,y}}).
(9) 2 is an ordered pair.
(10) z=xxy.
(11) 7 is a binary relation.
)

d is the domain of binary relation r.



174 9 Forcing

) R is the range of binary relation r.
) [ is a function.
15)  Function f is injective.

)

< is a partial-order relation on P (i.e., (P, <) is a partially ordered
set).

D is a dense subset of the partially ordered set (P, <).
A is an antichain in the partially ordered set (P, <).

Set x is transitive.

a 1s a limit ordinal number.
« is the first nonzero limit ordinal number (i.e., a = w).
« s a finite ordinal number.

(17)

(18)

(19)

(20)  « is an ordinal number.
(21)

(22)

(23)

(24) « is a successor ordinal number.

Proof The Ag-formulas for these properties can be found in Appendix B.
O

Now, for a property P expressed by a formula (), a transitive model
M of ZFC, and t € M the statement “t has the property P” may be inter-
preted in two different ways: as either that ¢ satisfies the formula 1 (z), that
is, that ¢ (t) holds, or that ¢(z) is satisfied by ¢ in M, that is, that ¢ (t)
is true. In the latter case we will say that “t has the property P in M,”
reserving the statement “¢ has the property P” for the former case. How-
ever, for the absolute properties, such as “a is an ordinal number,” such
a distinction is redundant. Thus, we will say “« is an ordinal number”
independently of whether we think of « as an ordinal number in M or
outside it.

A similar distinction has to be made when we talk about constants.
When we write w we think of it as “w is the first infinite ordinal number.” In
principle, an object w™ that satisfies this property in M might be different
from the “real” w. However, for objects represented by absolute formulas
this cannot happen. So in all these cases we will drop the superscript M
from the symbol representing an absolute constant, even when we think of
it as being “in M.” In particular, we will use the same symbol w regardless
of the context, since w™ = w. For the cases of the constants that are not
absolute, such as w; or ¢, we will keep using the superscript * to denote
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their counterparts in M. For example, we will write w and ¢ to express
wi and ¢ in M.

In fact, we have already used this convention when arguing that w} #
w{VI[G*}, with G* being an M-generic filter in P* = (Func,, (w,w;), D). And
now we can indeed see that w} # w{w[G*]. This is so since w} and w{VI[G*]
are (real) ordinal numbers, and in M[G*] there is a (real) function f from
(true) w onto w. So wM is a countable ordinal in M[G*], whereas w{VI[G*]
is an uncountable ordinal in M[G*] by its definition. Thus they cannot be

equal.

Proof of Theorem 9.2.2 To construct the set M[G] fix a countable tran-
sitive model M of ZFC, a partially ordered set P € M, and an M-generic
filter G in P.

We say that 7 is a P-name provided 7 is a binary relation and

Y{(o,p) € T (0 is a P-name & p € P).

Formally, we define the property “7 is a P-name” recursively by induction
on rank(7). Thus 7 is a P-name if it satisfies the following recursive formula:

1 (7): there exists an ordinal number « and a function f such that dom(f) =
a+1, f(a) ={r}, and for every 8 € a+ 1, t € f(0), and z € ¢ there
exist v € B, 0 € f(v), and p € P such that z = (o, p).

Tt is not difficult to see that 1 is absolute (see Exercise 2). So the property
“r is a P-name” is absolute too.
The set of all P-names that belong to M will be denoted by MT, that is,

M" = {r € M: 7 is a P-name}.

It can be proved that the class of all P-names is a proper class. Thus MF
is a proper class in M. It particular, it does not belong to M.
For a P-name 7 we define the valuation of T by

valg(t) = {valg(c): Ip € G ({o,p) € T)}.

Once again, the formal definition of valg(7) should be given by a recursive
formula. Now we define M|[G] by

M[G] = {valg(): 7 € M"}.

This is the model from the statement of Theorem 9.2.2.

We will not check here that all ZFC axioms are true in M[G], since it
is tedious work and has little to do with the forcing applications. However,
we will argue here for its other properties listed in Theorem 9.2.2.
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Transitivity of M[G] follows immediately from the definition of M[G].
Take y € M|[G]. Thus y = valg(r) = {valg(c): Ip € G ({o,p) € 7)} for
some 7 € MF. So any x € y is in the form valg (o) for some (o, p) € T € M.
Thus o is a P-name that belongs to M, and = = valg(o) € M[G].

The minimality of M[G] is clear, since every element of M[G] is of
the form valg(7) and so must belong to any transitive model of ZFC that
contains G and 7.

To see that M[G] is countable notice first that it is a set by the axiom
of replacement since valg is a function defined by a formula and M|[G] =
valg[MPF]. Tt is countable, since MF C M is countable.

To argue for M C M[G] and G € M[G] we need a few more definitions.
For a set = define, by recursion, its P-name & by

t={({g,p):yex &peP}
(Note that the definition of & depends on P.)

Lemma 9.2.6 If M is a countable transitive model of ZFC, P € M is a
partially ordered set, and G is an M-generic filter over P then for every
reM

& e MY and valg(d) = .

In particular, M C M[G].

Proof It is an easy inductive argument. First prove by induction on
rank(z) that & is a P-name. Then notice that the definition of & is absolute
and z € M. So & € M. Finally, another induction on rank(z) shows that
valg (&) = x. The details are left as an exercise. O

To see that G € M[G] let T = {(p,p): p € P}. It is clearly a P-name
defined in M from P. So T' € MF. Moreover,

valg(T) ={valg(p): € G (B,p) eT)} ={peP:pe G} =G.

So G € M[G].
This finishes the proof of Theorem 9.2.2. U

The last important basic problem we have to face is how to check that a
given property ¢ is true in M[G]. For this, we will introduce the following
definition. For a formula ¢(z1,...,x,), a countable transitive model M
of ZFC, a partial order P € M, and P-names 7y,... ,7, € M we say that
p € P forces o(71,...,7T,) and write

P l=ear (715 5 Th)

provided ¢(valg(m1),...,valg(7,)) is true in M[G] for every M-generic
filter G in P that contains p. We will usually just write |— in place of
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I-p.ar when P and M are fixed. We will also write P |~ ¢(71,...,7,) if
p |- ¢(m1,...,7,) for every p € P. Notice that

if p |- o(m,...,m7) and ¢ < p then q |- ©(71,... ,Tn), (9.4)

since every M-generic filter G that contains ¢ contains also p.

Clearly, the definition of the relation |- depends on a model M and
a set P and involves the knowledge of all M-generic filters in P. Thus, it
is clearly defined outside M. One of the most important facts concerning
forcing is that an equivalent form of ||~ can also be found inside M, in a
sense described in the following theorem.

Theorem 9.2.7 For every formula p(x1,... ,x,) of set theory there exists
another formula (w, P,x1,... ,2y,), denoted by 7 |—% ¢(x1,... ,xy), such
that for every countable transitive model M of ZFC, partial order P € M,
and P-names 7,... , 7 € M

pl=ear@(m, . m) & M= (p =5 (715, 70)) (9-5)

for every p € P. Moreover,

M[G] | p(valg(m1),... ,valg(m)) & Fp € G(p |- o(11,... . 7)) (9.6)
for every M -generic filter G in P.

This theorem will be left without proof.

The relation |-* from Theorem 9.2.7 will justify the use of all forcing
arguments within a model M and will let us conclude all essential properties
of M[G] without knowledge of G. We will often write |- where formally
the relation |—* should be used.

This completes all general details concerning the forcing method. How-
ever, before we give a proof of Con(ZFC+—~CH) we still need some techni-
cal lemmas. The first of them tells us that a P-name representing a function
with domain and range belonging to a ground model can be chosen to have
a particularly nice form.

Lemma 9.2.8 Let M be a countable transitive model of ZFC and P € M
be a partially ordered set. If X, Y € M, py € P, and o € MPF are such that
po |- “o is a function from X into Y ” then there exists a T € MF such
that

—

(a) Tc{{(zy)p):zeX&yecY &peP &p<p};

(b) pol—-o=r7;and

—

(¢) Ay ={peP:3yecY ({x,y),p) € 7)} is an antichain for every
recX.
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Proof For z € X let

—

Dy={peP:p<po&IyecY (p| (z,y) €0)}.

Notice that D, € M since, by condition (9.5) of Theorem 9.2.7,

D,={peP:p<pr&IyeY (p |-~ (z,y) GJ)M}.

Let flm_be a maximal subset of D,, of pairwise-incompatible elements. Thus
every A, is an antichain. Define

— —

T={((z,y),p)zeX&yecY &pecA, &p|- (z,y) €0}

Once again 7 € M follows from (9.5), since

r={{{@yhp)reX &yeY &ped, & (p|-* (1) € o)}

and the family {A,: z € X} can be chosen from M.

Clearly 7 is a P-name satisfying (a).

To see (c) it is enough to notice that A, = A, for every z € X. This is
the case since

peds & FyeY (wyhp)er
& Her<p€Am&p||*@€U)

& peA,.

To prove that pg |~ o = 7, let G be an M-generic filter in PP such that
po € G. Then g = valg(o) is a function from X into Y, since pg forces it.
Also, clearly valg(r) C X x Y. Solet x € X and y € Y. It is enough to
show that (x,y) € valg(o) if and only if (x,y) € valg(7).

But if (x,y) € valg(7) then there exists a p € G such that (@,p} ET.
).

—

In particular, p |- (z,y) € 0. But p € G. Therefore {x,y) € valg(o
To prove the other implication first note that the set

E,={q<po:3p€ A, (g<p)}U{qeP: qisincompatible with py}

is dense in P. To see it, let s € P. We have to find ¢ € E, with ¢ < s.

If s is incompatible with py then ¢ = s € E,. So assume that s is
compatible with pg and choose p; € P extending s and py. Let H be an
M-generic filter in P containing p;. Then h = valgy (o) is a function from X
into Y since the condition py € H forces it. Let y = h(z). Then, by (9.6),

L

there exists an r € H forcing it, that is, such that r |- (z,y) € 0. Choose
po € H extending r € H and p; € H. Then, by (9.4), p2 |- (z,y) € 0. In
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particular, p» € D,. But A, is a maximal antichain in D,. So there exists
a ¢ < py extending some p from A,. Hence ¢ < py < po, so q € E,, and
q < p2 < p; <s. The density of F, has been proved.

Now let (x,y) € valg(c). Then, by (9.6), there exists an r € G that

forces it, that is, such that r |- (z,y) € o. Moreover, there exists a
q € E; NG, since G is M-generic and E, € M is dense. But ¢ € G is
compatible with py € G. So there exists a p € A, C D, with ¢ < p. Thus,

by the definition of D,, there exists a y; € Y such that p |- (z,y1) € 0.

In particular, ((x,y1),p) € 7 and (z,y1) € valg(7), since p € G. To finish
the proof it is enough to notice that y; = y. So let s € G be a common
extension of 7, p, and pg. Then, by (9.4),

s |- (@EU&@GJ&Jisafunction).

Therefore, if H is an M-generic filter in P containing s then h = valgy (o)
is a function and y = h(x) = y;. O

Corollary 9.2.9 Let M be a countable transitive model of ZFC and P € M
be a partially ordered set that is ccc in M. Let G be an M -generic filter in
P, and let g € M[G] be such that g: X — Y and X,Y € M. Then there
exists a function F € M such that

MEF: X - Y]
and g(z) € F(x) for allz € X.
Proof Let o € M be a P-name such that valg(o) = g. Since
M]|G] [ g is a function from X into Y,
by Theorem 9.2.7(9.6) there exists a py € G such that
po |- o is a function from X into Y.
Let 7 € M be a P-name from Lemma 9.2.8 and define
F(z)={y € Y: 3’ € P (({z,9),p") € 7))

Then clearly F € M and M | F: X — P(Y). To see that for every
x € X the set F(z) is countable in M note that the map g: F(z) — A,
g(y) = p¥, is one-to-one.

Indeed, if y,z € F(x) and p¥ = p* then p = p¥ < py and so

p - (@GT&QGT&Tisafunction).
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Thus y = z. In particular,
M = |F(z)] < |Az] < w,

as P is ccc in M. Finally, since g = valg(o) = valg(7)

y=g(r) = IpelG (<@,p>67)=>y€F(w)-

Corollary 9.2.9 has been proved. O

Next we will show that ccc forcings are very nice with respect to the
cardinal numbers. To formulate this more precisely we need a few defini-
tions.

Let M be a countable transitive model of ZFC, P € M be a partial order,
and k € M be an ordinal number such that M |= “k is a cardinal number.”
If M|G] = “k is a cardinal number” for every M-generic filter G in P then
we say that forcing P preserves the cardinal k. On the other hand, if
MI[G] [ “k is not a cardinal number” for every M-generic filter G in P
then we say that forcing P collapses the cardinal k. If P preserves all
cardinal numbers from M then we simply say that P preserves cardinals.

Lemma 9.2.10 Let M be a countable transitive model of ZFC and P € M
be a partial order that preserves cardinals. If G is an M-generic in P then

wM = wé\{[[G] for every ordinal number o € M.

Proof This follows by an easy induction; it is left as an exercise. O

Theorem 9.2.11 Let M be a countable transitive model of ZFC. If P € M
is a partial order such that M |= “P is ccc” then P preserves cardinals.

Proof Let M and P be as in the theorem and assume, to obtain a contra-
diction, that there is an ordinal number k and an M-generic filter G in P
such that  is a cardinal in M but is not in M[G]. By the absoluteness of
finite cardinals and w it must be that x > w.

Since « is still an ordinal in M[G] it means that it is not initial, that
is, there exist an ordinal @ < k and a function g € M[G] such that g
maps « onto k. So, by Corollary 9.2.9, there exists a function F € M
such that M | “F: a — [k]S¥” and g(&) € F(&) for all £ € a. Hence
k= gla] € Ugeo F(©).

But Uge, F/(§) € M, since F' € M. So the following holds in M:

k<P <lalow<s,
I3Te
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since all sets F'(£) are countable in M. This contradiction finishes the
proof. (]

To apply this theorem to the proof of the consistency of ZFC+-CH we
need one more fact (compare Exercise 1 from Section 8.2).

Lemma 9.2.12 Forcing P = (Func,(X,Y), D) is ccc for |Y] < w.

Proof Let (pe: & < wi) be a one-to-one sequence of elements of P. We
have to find { < £ < w; such that p; and p¢ are compatible.

Consider the family A = {dom(p¢): £ < w1} of finite sets. Notice that
A must be uncountable, since for every A € A there is at most |[Y4| < w
pes with A = dom(pe). So, by the A-system lemma (Lemma 8.2.11), there
exist an uncountable set S C w; and a finite A with the property that
dom(p;)Ndom(pe) = A for any distinet ¢, & € S. But the set Y4 is at most
countable. So there exist distinct ( and § from S such that pc|a = pela.
This implies that p = p¢ U p¢ is a function, that is, p € P. Since p clearly
extends pe and pe we conclude that p; and p¢ are compatible. O

Theorem 9.2.13 Theory ZFC+—CH is consistent.

Proof We will follow the path described in Example 9.1. Let M be a
countable transitive model of ZFC. Define (in M)

P = (Func, (wd! x w,2),D)

and let G be an M-generic filter in P. We will show that ¢ > w; in M[G].
For € w)! x w let

D, ={peP:zedom(p)}.

It is easy to see that all sets D, belong to M since they are defined using
z,P € M. They are dense, since for every p € P either z € dom(p)
and p € D,, or z ¢ dom(p) and p U {{z,0)} € D, extends p. Thus,
by Proposition 8.1.1, ¢ = |JG is a function from wd! x w to 2. Clearly
g € M[G], since it is constructed from G € M[G].

Similarly as for D, we argue that for every ¢ < ¢ < wd! the sets

Ef ={peP:In<wl[((n),(n) € dom(p) & p(¢,n) # p(€,n)]}

are dense in P and belong to M. Thus an M-generic filter intersects every
such set, that is, for every ¢ < & < wd’ there exists an n < w such that
g(¢,n) # g(&,n).

Now for every ¢ < wl! we can define (in M[G]) a function g¢: w — 2
by ge(n) = g(€,n). The set {ge: & < wd!} belongs to M[G], since it has
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been constructed only from g € M[G]. Moreover, {g¢: £ < wd’} C 2% and
all the functions g¢ are different. So

MI[G] = ¢ = [2¥] > wit.
But, by Lemma 9.2.12, forcing P is ccc in M and so, by Theorem 9.2.7, it
preserves cardinals. In particular, by Lemma 9.2.10, w}! = wéw [G], that is,
MG Ec Zwéw[G] > w.

This finishes the proof. O

A model M[G] obtained as a generic extension of a ground model M via
the forcing P = (Func, (X, 2),D) (with X € M) is called a Cohen model.
The numbers g¢ from Theorem 9.2.13 are called Cohen (real) numbers.

EXERCISES

1 Prove that € R(w) if and only if |trcl(x)| < w. Use this to show that
M = R(w) is a model for ZFC minus the infinity axiom.

2 Let ¢(7) be a formula expressing the property that “r is a P-name” and
let M be a CTM of ZFC with P € M. Show, by induction on rank(r), that
for every T € M

Y(r) if and only if ¥ (7).

Thus the property “7 is a P-name” is absolute.
3 Complete the details of the proof of Lemma 9.2.6.

4 Let M be a countable transitive model of ZFC, P € M be a partial
order, and G be an M-generic filter in P. Show that w < w1 for every
ordinal number o € M.

5 Prove Lemma 9.2.10.

9.3 Model for CH and <

The main goal of this section is to prove the following theorem.

Theorem 9.3.1 Let M be a countable transitive model of ZFC, and let
P = (Func,, (w1,2))M. If G is an M-generic filter in P then wM = w{w[G],

Pw)NM =P(w)NM[G], and & holds in M[G].

Since ¢ implies CH the theorem immediately implies the following
corollary.
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Corollary 9.3.2 Theories ZFC+CH and ZFC+<> are consistent.

Combining this with Theorem 9.2.13 we immediately obtain the follow-
ing.

Corollary 9.3.3 The continuum hypothesis is independent of ZFC.

Note that P = Func,, (w1, 2) stands for the set of all functions p: A — 2,
where A is an at most countable subset of w;. Since the terms “w;” and
“being countable” are not absolute, the superscript * in the definition of
P in Theorem 9.3.1 is essential.

We will prove Theorem 9.3.1 with the help of several general facts that
are, in most cases, as important as the theorem itself.

Let P be a partially ordered set and let p € P. A set D C P is dense
below p if for every q < p there exists a d € D such that d < g.

Proposition 9.3.4 Let M be a countable transitive model of ZFC, P € M
be a partially ordered set, and p € P. If D € M is a subset of P that is
dense below p then G N D # O for every M -generic filter G in P such that
peG.

Proof Let R = {r € P: r is incompatible with p}. Then Dy = DUR € M
and Dyg is dense in P. So if G is an M-generic filter in P then G N Dy # (.
Butifpe Gthen GNR=10,s0 GND # 0. O

A partially ordered set P is countably closed if for every decreasing
sequence (p, € P: n < w) there is a p,, € P such that p, < p, for every
n < w. Notice that P* = Func,, (w1,2) is countably closed since p, =
Un<wPn € P extends every p,. So P = (Func,, (w1,2))™ is countably
closed in M.

Theorem 9.3.5 Let M be a countable transitive model of ZFC and P € M
be a partially ordered set that is countably closed in M. Let A,B € M be
such that A is countable in M and let G be an M -generic filter in P. If
f € MI[G] is a function from A into B then f € M.

Proof Let 7 € M be a P-name such that valg(7) = f. Then, by Theo-
rem 9.2.7, there exists a p € G such that

p |- 7 is a function from A into B.

Define in M
D={qeP:3ge B (¢|-7=9}

(D belongs to M since the relation |— can be replaced by the formula |—*.)
By Proposition 9.3.4 it is enough to prove that D is dense below p since
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then there exists a ¢ € G N D, that is, there is a ¢ € M such that g maps
A to B and
f=valg(r) =valg(g) =g € M.

To prove that D is dense below p, fix r € P such that » < p. We have
to find a ¢ € D with ¢ < r. Let {a,: n < w} be an enumeration of A in
M. Define, in M, sequences (p, € P: n < w) and (b, € B: n < w) such
that for all n < w

(1) Po=Tr,
(2) Pn+1 S Pn,
(3)  pat1 |- T(an) = I;n

To see that such a construction can be made assume that p; for i < n
and b; for j < n have already been constructed. It is enough to show that
there exist p,4+1 and b, satisfying (2) and (3).

The proof of the existence of such p,1 and b,, will be done outside M.
For this, let H be an M-generic filter in P with p,, € H. Then h = valy (1)
is a function in M[H] from A into B, since p,, < p forces it. Thus there is
a b € B such that h(a,) = b and we can find an r € H which forces it, that
is, such that 7 |- 7(a,) = b. Refining r, if necessary, we can also assume
that r < p,. Then p,y1 = r and b, = b satisfy (2) and (3).

Now let p,, € P be such that p,, < p,, for every n < w and let g: A — B
be such that g(a,) = b,. Then g € M and

po |- 7(an) = Bn
for every n < w. To finish the proof it is enough to show that

Pw ”_7_:.@

since then ¢ = p, < r and belongs to D.

So let H be an arbitrary M-generic filter in P with p, € H. Then
h = valg (7) is a function in M[H] from A into B. Moreover, h(a,) = by,
for every n < w since p,, < p, forces it. In particular,

M[H]Eh=valg(r)=g

that is, p, |- 7= g. O

Theorem 9.3.5 tells us that in a generic extension of a model M obtained
from a countably closed forcing the extension will have the same countable
sequences with elements from a fixed set from M. This implies the following
corollary.



9.8 Model for CH and 185

Corollary 9.3.6 Let M be a countable transitive model of ZFC and P € M
be a partially ordered set that is countably closed in M. If G is an M-
generic filter in P then P(w) N M = P(w) N M[G] and wM = w{\/[[G].
Proof Let 3 = w. If a < 3 then a is an ordinal number in M and in
M][G]. Moreover, if a < (3 then there exists an f € M C M[G] such that f
maps w onto . Thus every a < [ is at most countable (in M and in M[G]).
In particular, it is enough to show that (§ is uncountable in M|[G], since
then it is the first uncountable ordinal in M[G], that is, w = 3 = wiw[G].

To see that 3 is uncountable in M|[G], take f: w — @ from M|[G] and
notice that, by Theorem 9.3.5, f € M. So f cannot be onto 3 = wi. Thus
(3 is uncountable in M[G].

To see that P(w) N M = P(w) N M[G] it is enough to prove that
Pw)NM[G]C P(w)NM. Solet A € P(w)NM[G] and let f = X4: w — 2.
Then f € M[G] and, by Theorem 9.3.5, f € M. Therefore A = f~1(1) €
P(w)n M. O

Notice that Corollary 9.3.6 implies the statements wi’/ = w{\/l[G] and

P(w) N M = P(w) N M[G] of Theorem 9.3.1 since the forcing P from the
theorem is countably closed in M. Notice also that Corollary 9.3.6 does
not imply that countably closed forcings preserve all cardinal numbers. In
fact, by proving Theorem 9.3.1 we will show that in M[G] there exists a
bijection between w}M = wi\/[[G] and PM (w) = PMIG(y), that is, there is
a bijection between wi! and ¢™. Thus, if w]M < ¢M (which can happen
by a result from the previous section) then the cardinal ¢™ is collapsed in
MIG].

To prove that ¢ holds in the model M[G] from Theorem 9.3.1 the
following lemma will be useful.

Lemma 9.3.7 Let M be a countable transitive model of ZFC and let P, Py €
M be partially ordered sets such that there is an order isomorphism f € M
between P and P1. If G is an M-generic filter in P then Gy = f[G] is an
M-generic filter in Py and M[G] = M[G4].

Proof It is easy to see that G; = f[G] is a filter in P;. To see that Gy
is M-generic let D; € M be a dense subset of P;. Then D = f~1(D;)
belongs to M and is dense in P. So D NG # 0 and

DN Gy = f[DIN fIG] = f[DNG] # 0.

To see that M[G] = M[G;] notice that M C M[G] and M C M[G4].
Moreover, G1 = f|G] € M|G]; thus, by the minimality of M[G1], we con-
clude M[G1] € M[G]. Similarly, G = f~1(G1) € M[G4]. Thus M[G] C
MI[G,]. O
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Lemma 9.3.7 tells us that if we replace a forcing by its isomorphic copy
then the appropriate generic extensions will be identical. In particular, if
X € M is such that M |= | X| = w; then forcings P = (Func,, (w1, 2))™ and
P, = (Func,, (X,2))™ are isomorphic in M (by an isomorphism F: P — P;
with F(p)(z) = p(f(x)), where f: X — wM is a bijection with f € M).

Before we prove that <) holds in the model M[G] from Theorem 9.3.1
we will show that M[G] = CH. This is not used in the proof of M[G] = <.
However, the proof of CH in M[G] is simpler than the one for <, and it
will prepare the reader for the later one. Moreover, the reader interested
only in the consistency of ZFC+CH can skip the latter part of this section.

By Lemma 9.3.7 we can replace P with P; = (Func,,, (w1 X w,2)). Let
G1 be an M-generic filter in P;. Thus M[G] = M[G;]. Clearly g = |J G
belongs to M[G] and, by Proposition 8.1.1, it is a function from wi’ x w
to 2. Notice that for every f € 2 N M the set

Dy={pePi:3Ja< w{VI {a} x w C dom(p) & Vn < w (p(a,n) = f(n))]}

belongs to M and is dense in P;. (To see its denseness, choose p € Py,
find o < wi with ({a} x w) N dom(p) = (), and notice that the condition
pU{{a,n), f(n)): n < w} € Dy extends p.) So if fo:w — 2 for a < w’
is defined by f,(n) = g(a,n) then, by Theorem 9.3.5,

2°NM C{fo:a<wM} Cc2NM[G] =2“N M.
Thus, in M[G],
M[G w
1D =0 = M| = [{fa: @ <w}T}| = 22 N M[G]| = MIE],

So CH holds in M[G].
Proof of Theorem 9.3.1 The proof is similar to that of Theorem 9.3.5.

Let X = {{((,€): ¢ < n < wM} and replace P = (Func,, (wi,2))"
with Py = (Func,, (X,2))™. We can do this by Lemma 9.3.7 since these
forcings are isomorphic in M. Let G be an M-generic filter in Py and let
g = UG € MI[G]. Then g is a function from X to 2. For a < w let
ga: @ — 2 be defined by g4(¢) = g(¢,a) and put A, = g;1(1). It is easy
to see that the sequence (A,: a < wif) belongs to M[G]. We will show
that it is a {-sequence in M[G].

So let A € M[G] be such that A C wi\/l[G] =wM and let f = X4. We
have to show that the set

S={a<wM: Ana=A4,} ={a<w: flo = g}

is stationary in M[G] (remember that wiw[G] = wM). For this, let C C wM,
C € MIG], be such that

MIG] k= C is a closed unbounded subset of wy.
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We will show that SN C # (), that is, that there exists an o € C such that
f |a = Ya-

Let 7,0 € M be Py-names such that valg(7) = f and valg(o) = C.
Then there exists a p € G such that

p |- (o is a closed unbounded subset of &1 & 7: &y — Q)

Define in M the set D by

{gePrda<wl (¢ (acosve<a(ro=(Ur)¢a)))},

where T is the standard Py-name for a generic filter. It is enough to prove
that D is dense below p since then there exists a ¢ € GN D and so there is
an « € valg(o) = C such that

f(Q) =9(¢ ) forall ¢ <a,

that is, fla = ga-

To prove that D is dense below p fix an r € P such that » < p. We have
to find a ¢ € D with ¢ < r.

Define in M the sequences (p, € Po:n < w), (B, < w}:n < w),
6 <wi:n <w), and (b, € 287 : n < w) such that for every n < w

1) po=r and 6y = 0;
) dom(p,) C{{(,§): ¢ <E<Buls
3) Pn S Pn-1 1f n > 07
)

(
(
(2
(
(

4)  Bp_1 <6y < By if n>0;

(5) ol (5n cokrly = Bn) if n > 0.

To see that such a construction can be made assume that for some n < w
the sequences are defined for all ¢ < n. If n = 0 then py and §; are already
constructed and By and by can be easily chosen, since the conditions (3),
(4), and (5) do not concern this case. So assume that n > 0. We have to
show that the inductive step can be made, that is, that appropriate p,, On,
bn, and b,, exist.

So let Gy be an M-generic filter in Py with p,_; € Go. Then fo =
valg, (7) € M[Gy] is a function from wi to 2 and Cy = valg,(0) is a
closed and unbounded subset of wy in M[Gy], since p,—1 < p forces it. In
particular, there exists a d € Cy with d > (,_1. Also, b = hlg, , € M,
since P; is countably closed. So there exists a ¢ € G, with ¢ < p,,_1, that
forces it. Then p,, = ¢, b, = b, and é,, = d satisfy (3), (5), and the first part
of (4). The choice of 3, satisfying (2) and (4) finishes the construction.
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Now let p, = U, <, Pn € P2. Then for all n < w

po I ($nir € 0 & 7l5, = but).

Thus the functions b, 1 must be compatible, and b = | J
function from o = J, ., Bn = U,,<, On into 2.

Put ¢ = p, U {{{¢,a),b(C)): ¢ < a}. Notice that ¢ is a function since,
by (2), dom(p,,) is disjoint from {(¢,a): ¢ < a}. Since ¢ < r it is enough
to show that ¢ belongs to D.

So let G be an M-generic filter in Py containing ¢ and let Cy = valg, (0)
and f; = valg,(7). It is enough to show that a € Cy and fi(¢) =
(UT) (¢, ) for every ¢ < a. But (4 is a closed unbounded subset, of w{VI[Gl]
and 6,41 € C for every n < w, since g forces it. Thus a = J,, ., 0n € Ci.
Also, for every ¢ < « there exists an n < w such that ¢ < f3,. So

bhny1 € Misa

n<w

£1(Q) = valg, (7)]5,(€) = b (©) = Q) = a(¢,e) = (JT) (¢, ).

This finishes the proof. O

The proof just presented can be easily generalized to the following the-
orem. Its proof is left as an exercise.

Theorem 9.3.8 Let M be a countable transitive model of ZFC, k be a
regular cardinal in M, and P = (Func,+ (k™ x k,2))M. Then forcing P
preserves all cardinals < k* and 2% = kT holds in M[G], where G is an
M -generic filter in P.

Theorem 9.3.8 implies immediately the following corollary, which will
be used in Section 9.5.

Corollary 9.3.9 It is relatively consistent with ZFC' that 2“1 = ws.

EXERCISES

1 Complete the details of Lemma 9.3.7 by showing that for every isomor-
phism f between partially ordered sets P and Py and every G,D C P

(1) G is afilter in P if and only if f[G] is a filter in Py;

(2) D is dense in P if and only if f[D] is dense in P;.

2 Show that the functions b,,41 from the proof of Theorem 9.3.1 are indeed

compatible and that b= J,, ., bny1 is a function from a to 2.
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3 Prove Theorem 9.3.8 in the following steps.

(a) Generalize the proof of Theorem 9.3.5 to show that if f € M[G] is a
function from k into A € M then f € M.

(b) Use (a) and the ideas from the proof of Corollary 9.3.6 to show that
PP preserves cardinals < k™ and P(k) N M = P(k) N M[G].

(¢) Show that the function f: T — 2% f(a)(8) = (UG)(a, ), is
onto 2°.

9.4 Product lemma and Cohen model

In the next section we will prove the consistency of MA+—-CH. The method
used in its proof is called iterated forcing. The idea behind this method is
to repeat the forcing extension process recursively, that is, to construct by
transfinite induction of some length « a sequence

M=MyCM, C--CMC---CM,

of countable transitive models of ZFC such that M1 = M¢[G¢] for every
& < «, where G¢ is an Mg-generic filter in some forcing Pe € M.

This description is very specific and easy to handle at successor stages.
The limit stage, however, presents a problem. For a limit ordinal A < a we
cannot simply take M) = U§</\ My, since such an M) does not have to be
a model of ZFC. Intuitively, we can avoid this problem by defining M) as
a generic extension of M by a sequence (G¢: € < A\). But in what forcing
should the sequence (G¢: & < A) be a generic filter?

To solve this problem, we will find one forcing in the ground model that
will encode all forcings used in our intuitive inductive construction. In this
project, however, we will find that the successor step creates more trouble
than the limit one. In fact, at the moment we don’t even know whether the
model My = M[Gy][G1] obtained by two consecutive generic extensions can
also be obtained by a single generic extension, that is, whether My = M[G]
for some P € M and an M-generic filter G in P.

In this section we will concentrate on this problem only in the easier
case where both partially ordered sets Py and P; leading to the extensions
M, = M|[G4] and My = M;[G4], respectively, belong to the ground model
M. The general iteration, including that of two-stage iteration, will be
described in the next section.

In the simple case when Py, P; € M the forcing P is just a product of
forcings (Pg, <¢) and (P, <;), that is, P = Py x P; and

(Po,p1) < (90,q1) € po <0 q0 & p1 <1 1
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The relation between the forcing extensions obtained by these partially
ordered sets is described in the next theorem. We will start, however, with
the following simple fact.

Proposition 9.4.1 Let P be a product of the forcings Py and P1. Then G
is a filter in P if and only if G = Go x Gy for some filters Gy and Gy in
Py and P, respectively.

Proof First, assume that G is a filter in P. Let Gy and G be the pro-
jections of GG onto the first and the second coordinates, respectively. Then
G C Gy x Gy.

To see the other inclusion take py € Gy and g1 € G1. Then there exist
qo € Go and p; € Gy such that (po,p1), (g0, q1) € G. Let (rg,r1) € G be an
extension of (pp, p1) and {qo, q1). Then (ro,71) < (po,q1), so {po,q1) € G.

The proof that Gy and G; are filters is left as an exercise. It is also
easy to see that G = Gy x GG is a filter, provided Gy and G are. O

Proposition 9.4.1 tells us, in particular, that any filter in Py x P; is a
product of filters in Py and in P;. This gives a better perspective on the
next theorem.

Theorem 9.4.2 (Product lemma) Let M be a countable transitive model
of ZFC, let Py,IPy € M be partially ordered sets, and let Gy C Py and
Gy C Py be filters. Then the following conditions are equivalent.

(i) Go x Gy is an M-generic filter in Py x P;.

(il) Go is an M-generic filter in Py and Gy is an M[Gy]-generic filter
m ]Pl .

(iil) Gy is an M-generic filter in Py and Gy is an M[G1]-generic filter
m ]P().

Moreover, if any of these conditions hold then MGy x G1] = M[Gyl[G1] =
M[Gh][Go].

Proof Note first that the natural isomorphism between Py x Py and Py x P
maps Gy x G1 onto G; X Gy. Thus, by Lemma 9.3.7, condition (i) is
equivalent to the condition

(i)  Gi x Gy is an M-generic filter in P; x Py.

But the equivalence (i')<(iii) is obtained from (i)<(ii) by exchanging in-
dices. So all equivalences follow from (i)<(ii).
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To prove (i)=>(ii), assume (i). To see that G is M-generic in Py take a
dense subset Dy € M of Py. Then Dy x Py € M is dense in Py x P;. Thus,
by (i), (Do x P1) N (Go x G1) # 0, and we conclude that Dy N Gy # 0.

To see that Gy is an M|[Gol-generic filter in P; take a dense subset
D, € M[Gp] of Py. Let 7 € M be a Pg-name such that Dy = valg,(7) and
let pg € Go be such that

po |- 7 is dense in P;.
Choose p; € G1, define

D ={{q0,q1): 0 <po & qo |- G1 € T} € M,

and note that D is dense below (pg, p1).

Indeed, let (rg,r1) < (po,p1) and let G{, be an M-generic filter in P
containing ro. Then D} = valg, (7) is dense in Py since ro < po, and pg
forces it. Take ¢; < ry with ¢; € D} and find a qp € G|, that forces it:

Ql-q e

Since qo and r belong to the same filter G{, they are compatible, and
taking their common extension, if necessary, we can assume that gy < rg.
But then (go,q1) < (ro,r1) and (go,q1) € D. Thus D is dense below
(po,p1) € Go x G1.

So we can find (o, q1) € DN (Go x G1). But qo € Gg and ¢ |- G1 € 7.
Thus ¢; € valg,(7) = D1, so we have found ¢; € D1 N Gj.

To prove that (ii) implies (i) take a dense subset D of Py x Py that
belongs to M. We will show that D N (G x G1) # 0.

For this, define

Dy = {p1 € P1: Ipo € Go ({po, p1) € D)} € M[G]
and note that D is dense in Py. Indeed, if r; € P; then the set
Do = {po € Po: Ip1 <71 ({po,p1) € D)} € M

is dense in Py and so there exists a pg € Dy N Gy. Thus there exists a
p1 < ry with (pg,p1) € D and p; € D;.

Now, by genericity, there exists a p; € G; N Dy. So, by the definition
of Dy, we can find a py € Gog with (pg,p1) € D. But then (pg,p1) €
DN (Gy x Gy), that is, DN (Gy x Gy) # 0.

Finally, if conditions (i)—(iii) hold then the equation M[Gy x G1] =
M|[Gy][G1] holds by the minimality of different generic extensions.

To see that M[Gy x Gi1] C M][Go][G1] note that Gog € M[Go] C
M[Go][Gl] and G, € M[Go][Gﬂ So Go x G € M[GQ][Gl] MOI‘GOVQI‘,



192 9 Forcing

M C M[G;1] C M[Go]|G1]- Thus, by the minimality of M[Gy x G1], the
inclusion holds.

To see the reverse inclusion note that M C M[Gy x G1] and Gg €
M[GyxG1]. So, by the minimality of M[Gy], we have M [Go] C M[GoxG].
But we have also G; € M[Gy x G1]. Thus M[G][G1] C M[Gy x G41] by
the minimality of M[Gy][G1].

The equation M[Gy x G1] = M[G1][Go] is proved similarly. O

Next, we will see an application of Theorem 9.4.2 to the Cohen model,
that is, the model from Section 9.2.
First note that if P(Z) = (Func,(Z,2), D) and {A, B} is a partition of
Z then P(Z) is isomorphic to P(A) x P(B) via the isomorphism i: P(Z) —
P(A) x P(B), i(s) = (s|a,s|p). Also, if G is a filter in P(Z) and C C Z
then
Ge={slc: s€ G} =GnNPC)

and i[G] = G4 x Gg = (GNP(A4)) x (GNP(B)).

Now, if M is a countable transitive model of ZFC, Z, A, B € M are
such that {A, B} is a partition of Z, and G is an M-generic filter in P(Z)
then, by Theorem 9.4.2, G4 = GNP(A) is an M-generic filter in P(A),
Gp = GNP(B) is an MG 4]-generic filter in P(B), and

MIG] = M[Ga x Gg| = M[GA][GB].

This fact and the next lemma are powerful tools for proving different facts
about the Cohen model.

Lemma 9.4.3 Let M be a countable transitive model of ZFC, X,Y,Z €
M, and G an M-generic filter inP(Z). If f: X — Y isin M[G] then there
exists an A € PM(Z) such that

ME A < |X|+w
and f € M|[GNP(A)].

Proof By Lemma 9.2.8 we can find a P(Z)-name 7 € M such that f =

—

valg(7), 7 C {{{z,y),p):z € X & yeY & peP(Z)}, and

(x) Ay ={peP(Z):FyeY ((@,p) € 7)} is an antichain for every
z e X.

So every A, is countable in M, since P(Z) is ccc in M.

Let
A= U U dom(p).

z€X pEA,
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Then A € M, A C Z, and [A] < [X|+w in M, since every set | ], 4 dom(p)
is countable in M. To finish the proof it is enough to show that f €
M[GNP(A)].

But for every s = ((x,y),p) € T we have p € A, C P(A). Thus

= {({m,9) p): (@ yhp) €T} €M

is a P(A)-name, where (x,y) is a standard P(A)-name for (z,y) € M. So

f=valg(r) = {(z.): Ipeq({xy).p) )}

= {(&,y): Gre GNP(A)(({z,9) ,p) € ™)}
= Val(;ﬁ]p(A) (T*) € M[G N IP(A)]

This finishes the proof. ]

Since every real number is identified with a function r: w — 2, we
obtain immediately the following corollary.

Corollary 9.4.4 Let M be a countable transitive model of ZFC, Z € M,
and G be an M-generic filter in P(Z). If r € RMIG then, in M, there
exists a countable subset A of Z such that r € M[G NP(A)].

Our next goal is to prove that Martin’s axiom is false in the Cohen
model obtained by the forcing P(Z) with |Z| > w;. For this, first note that
the formula “r is a real number,” which is identified with “r is a function
from w into 2,” is absolute. So for every countable transitive model M of
ZFC we have

RM =RNM and [0,1]™ =10,1] N M.
In particular, if M[G] is any generic extension of M then
[0,]]NnM,RNM € M[G],
since RN M =RM € M C M[G] and [0,1]N M = [0,1]™ € M c M[G].

Lemma 9.4.5 Let M be a countable transitive model of ZFC, let Z €
M be countable in M, and let G be an M-generic filter in P(Z). Then
M N[0,1] € M[G] has Lebesgue measure zero in M[G].

Proof Since the forcings P(Z) and P(w) are isomorphic in M we can
assume, by Lemma 9.3.7, that Z = w. Also, we will identify numbers from
[0, 1] with their binary expansions, that is, functions from w into 2.
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0, ]: s C t}. Notice that the Lebesgue
27" wheren = |s|. Nowlet r =|JG € 2¢

U |[27n 27n+1)
m>k

For s € P(w) let [s] = {
measure of [s] is equal to I([s]
and for k < w put

S

t
)

Notice that
B) <D U[rmam) =Y 272" <y 2T =27k,
m>k m>k m>k

Thus the set S = [, _,, Sk has measure zero. It is enough to prove that
M N0,1] C S for every k < w.
So fix k <w and t € M N [0,1] and define
D = {S S ]P’(w): Im >k (S‘[Qm,’zm,+l) = t|[27n$27n+1))} e M.

It is easy to see that D is dense in P(w). Thus, GN D # 0, that is, there is
an m > k such that r [2m 2m+1). Sote [’I“ [27u727n+1)] CSg. O

[27n 72-m+1) = t

Theorem 9.4.6 Let M be a countable transitive model of ZFC, Z € M
uncountable in M, and G an M -generic filter in P(Z). Then, in M[G], the
interval [0,1] is a union of wy sets of Lebesque measure zero.

Proof First assume that Z has cardinality wy in M. Then the forcings
P(Z) and P(w; X w) are isomorphic. So, by Lemma 9.3.7, we can assume
that Z = wy X w.

Now, for every & < w1,

M[G) = M[G NP ((wi \ {&}) x w)][G NP({E} x w)],

50, by Lemma 9.4.5 used with M[GNP ((w1 \ {¢}) X w)] as a ground model,
there exists a set S¢ € M[G] of Lebesgue measure zero such that

MIGAB((wi\ {€}) x )] N [0,1] C Se.

But, by Corollary 9.4.4, for every r € M[G] N [0,1] there exists in M a
countable subset A of Z with » € M[G N P(A)]. Hence there exists a
& < wy such that A C (w1 \ {{}) X w and

re M[GNP(A)] C M[GNP((w \ {£}) x w)].

Therefore M[G] N [0,1] C Ug.,, Se- This finishes the proof of the case
when M E |Z| = w;.

For the general case, take Zy € P (Z) of cardinality w; in M. Then
M[G] = M;y[G4], where My} = M[GNP(Z\ Zy)] and G; = GNP(Zy) is an
M -generic filter in P(Z;). The conclusion of the theorem follows from the
first case. g
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Corollary 9.4.7 Let M be a countable transitive model of ZFC and as-
sume that Z € M has cardinality at least wy in M. If G is an M-generic
filter in P(Z) then, in M[G], the interval [0,1] is a union of less than
continuum many sets of Lebesgue measure zero.

In particular, Martin’s aziom is false in M|G].

Proof Theorem 9.2.13 implies that ¢ > w; in M[G]. Hence, by Theo-
rem 9.4.6, we can conclude the first part of the corollary. The second part
follows from the first part and Theorem 8.2.7. O

We will finish this section with an estimation of the size of the contin-
uum in the models obtained by ccc forcing extensions.

Theorem 9.4.8 Let M be a countable transitive model of ZFC, P € M
be an inj@m’t@ cce forcing in M, and G be an M -generic filter in P. If
k= |P¥|" then

MI[G] = ¢ < k.

Proof Since, by Theorem 9.2.11, the models M and M|[G] have the same
cardinals, we will not distinguish between them. Let F be the family of all

P-names 7 C {((n/,\z),p>: necw&ie€2&peP} such that

(x) A, ={peP:Fie2 (<m,p> € 1)} # 0 is an antichain for every
neEw.

Then F € M and every A, is at most countable.

By Lemma 9.2.8 for every f € 2 N M[G] we can find a 7 € F such that
f = valg(7). In particular, the image valg[F] of F under valg contains
2¢ N M[G]. So ¢ < |F| in M[G], and it is enough to prove that |F| < &.
We will show this in M.

To see it, define in M a map h: (2 X P)¥** — F such that for every
te (2xP)*ift(n,j) = (inj,Pn,;) then

—

h(t) = {{(nyin ), P j): 1,7 € W}
Note that h is onto F, since every set A, is at most countable. Thus
|F| < [(2 x P)*¥| = k.
This finishes the proof. (I
Corollary 9.4.9 Let M be a countable transitive model of ZFC, k an in-
finite cardinal in M, and G an M-generic filter in P(x). If k = |s*|™

then
MI[G] ¢ = k.

In particular, if CH holds in M and k = wd! then MIG] = wéw[G].
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Proof First note that [P(k)| = &, and so x = |s*|" = [P(x)*|"™. Thus,
by Theorem 9.4.8, ¢M[¢] < k. The other inequality for k = ws follows from
Theorem 9.2.13. The general case is left as an exercise.

To see the additional part note that under CH the regularity of ws
implies

wy <wg = U N =wa®uw! =wa @ =wy ®¢=wy ®w; = wa.
E<wa

So, under CH, x = wy satisfies the assumptions of the main part of the
corollary. O

EXERCISES
1 Complete the proof of Proposition 9.4.1.

2 Show that the set D from the proof of Lemma 9.4.5 is indeed dense
in P(w).

3 Complete the proof of Corollary 9.4.9 for arbitrary x by showing that
MG > .

4 Let M be a countable transitive model of ZFC, P € M a partially ordered
set, and G' an M-generic filter in P. Prove that M[G] and M have the same
ordinal numbers.

9.5 Model for MA+-CH

The goal of this section is to prove the consistency of MA+“c = w».” For
this, we will follow the idea mentioned at the beginning of the previous sec-
tion. We will start with a countable transitive model M of ZFC+ “2“1=w,,”
which exists by Corollary 9.3.9, and find its generic extension N via a ccc
forcing P, € M for which there exists a sequence

M=MycMyC---CMgC---CM,=N

with g = w! = wl and the following properties:

P1 M1 = M¢[G®] for every € < p, where G¢ is an Mg-generic filter in
some forcing P* € M.

P2 Forevery Y € M and S C Y with N = |S| < ws there exists an oo < p
such that S € M,,.
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P3 |(P,)*|" <wi'.
P4 For every forcing (A, <) € N such that
N | (A is an ordinal number, A < wy, and (A, <) is ccc)
and every o < p there is a & < p, with € > «, such that P¢ = (\, <).

To argue that P1-P4 imply N = MA+%“ = wy” we also need the
following definitions and lemma. For an uncountable cardinal number x
and a partially ordered set P we will write MA . (P) to denote the statement

MA, (P) For every family D of dense subsets of P such that |D| < & there
exists a D-generic filter F' in P.

We will also use the symbol MA,, for the statement that MA, (IP) holds for
every ccc forcing P. Thus MA is equivalent to MA..

Lemma 9.5.1 For an uncountable cardinal number k the following state-
ments are equivalent:

(i) MA,;
(ii) MA,(P) holds for every ccc forcing P = (P, <) with |P| < k;

(iii) MAL(P) holds for every ccc forcing P = (\, <), where X is a cardinal
number less than k.

Before we prove Lemma 9.5.1 let us see how it can be used to conclude
N = MA+“c = wy” from P1-P4.
First, we will prove that

N = MA,,. (9.7)

By Lemma 9.5.1 it is enough to show in N that MA,, (P) holds for every
cce forcing P = (), <) with X being an ordinal number less than or equal
to wi¥. For this, let (\,<) € N be ccc in N with A < wi, and let
D = {D¢: € < wl¥} € N be a family of dense subsets of (A, <). Since
P, is ccc we have A < w)¥ = wM and < as well as U§<w{u{£} x Dg¢ are

subsets of wif x wM € M. Hence, by P2, there exists an o < y such that
(\, <), D € M,. Moreover, by P4 there exists a < £ < p with P¢ = (\, <).
In particular, G5 € M¢,q is an Mg-generic filter in P* = (), <). But
D C M, C M. So G is also D-generic in (\,<). Condition (9.7) has
been proved.

Now MA,, and ¢ = ws clearly imply MA. Thus, it is enough to argue
that N = ¢ = we. But the inequality ¢V < w follows from P3 and
Theorem 9.4.8. The other inequality follows from the fact that
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MA,, = VG e [2¢]5*" 3f € 2¥\ G. (9.8)

To see it, put P(w) = (Func,(w,2), D) and for every g € 2% define D, =
{s € P(w): s ¢ g}. Then the sets Dy are dense in P(w). Let F be a
{D,: g € G}-generic filter in P(w). Then any extension of | J F' to a function
f: w — 2 will have the desired property. The details are left as an exercise.

Before we move to the technical aspects of the construction, it is worth-
while to reflect for a moment on the idea behind the foregoing argument.
It is clearly of the transfinite-induction nature and the argument is of a
diagonal character. Condition P1 represents an inductive step in which we
take care of “one problem at a time.” Condition P2 represents a kind of
closure argument. It tells us that the “small objects” from N can already
be found in the earlier steps of our construction and thus we will have a
chance to “take care of them” in the later part of the induction.

The construction of the forcing P, leading to a model satisfying P1
and P2 is of a very general nature and can be compared to the recursion
theorem. The specific aspects of our model are addressed mainly by con-
dition P4, with Lemma 9.5.1 allowing us to reduce the induction to one of
reasonably short length.

This construction closes, in a way, a full circle that we have made in this
course. We started with simple recursion proofs. Next, when the difficulties
with the length of induction mounted, we started to use refined recursive
arguments by introducing additional axioms such as CH, <{», and MA. This
led us all the way to the forcing arguments of the previous sections, and
finally to finish here by coming back to a relatively simple transfinite-
induction argument.

The preceding argument shows that in order to prove the consistency
of MA+“c = wy” it is enough to prove Lemma 9.5.1 and find a generic
extension N of M satisfying P1-P4. We will start with Lemma 9.5.1.

Proof of Lemma 9.5.1 Clearly (i)=-(iii). Thus it is enough to show
(iii)=(ii) and (ii)=(i).

(ii)=(i): Let P = (P, <) be a ccc partially ordered set and let D be
a family of dense subsets of P such that |D| < k. Choose a function
f: P x P — P such that f(p,q) extends p and ¢ provided p and ¢ are
compatible in P, and for every D € D pick fp: P — D such that fp(p) <p
for every p € P. Let pg € P and let @ be the smallest subset of P containing
po and being closed under the operations f and fp for every D € D. Thus

Q= UQna

n<w
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where Qo = {pO} and Qn+1 = Qn U f[Qn X Qn] U UDe'D Ip [Qn} (Compare
with Lemma 6.1.6). Then |Q| < |D|+ w < &.

Note that any p,q € @ that are compatible in P are also compatible
in Py = (@, <), since @ is closed under the action of f. Thus Py is ccc
and, by (ii), MA,(Py) holds. But, by the closure of @ under the action
of fp, for every D € D the set D N Q is dense in Py. So there exists a
{DNQ: D € D}-generic filter F in Py. To finish the proof it is enough to
notice that F' = {p € P: 3¢ € Fy (¢ < p)} is a D-generic filter in P. The
details are left as an exercise.

(iii)=(ii): The proof is very similar to that of Lemma 9.3.7. To see it,
let P = (P, <) be a ccc partially ordered set such that A = |P| < s and let
D be a family of dense subsets of P such that |D| < k. Choose a bijection
f between A and P and define a partial-order relation < on A by putting

aLf & fla) <f(B).

Notice that f is an order isomorphism between Py = (A, <) and P =
(P,<). In particular, f~(D) is dense in Py for every D € D. So Dy =
{f~Y(D): D € D} is a family of dense subsets of Py and |Dy| = |D| < k.
Hence, by (iii), there exists a Do-generic filter Fy in Pg. To finish the proof
it is enough to notice that f[Fp] is a D-generic filter in P. The details are
left as an exercise. O

To find a model N satisfying P1-P4 we first need to come back to
the problem of expressing a model obtained by two consecutive generic
extensions as a single generic extension. More precisely, if M; = M[G],
where Gy is an M-generic filter in Py € M, and My = M[Go][G1], where
G is an M[Gpl-generic filter in Py € M[Gy], we would like to find a P € M
and an M-generic filter G in P such that My = M|[G]. The product lemma
(Theorem 9.4.2) gives a solution to this problem when P; € M. Thus, we
will concentrate here on the case when P; € M[Gy] \ M. To define such P
we need the following definition.

A pair (m,0) € M of P-names satisfying the condition

P |- o is a partial-order relation on m (9.9)

will be called a good P-name for a partially ordered set. (Note that, formally
speaking, a good P-name is not a P-name.) If (7,0) is a good P-name for
a partially ordered set we will often write 7 for (m, ).

The following lemma tells us that any forcing P; in M[Go] has a good
Pg-name representing it. So it explains the restriction of our attention to
good names only. However, the lemma will not be used in what follows, so
we will leave it without a proof.
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Lemma 9.5.2 Let M be a countable transitive model of ZFC, P € M a
partially ordered set, and Gy an M-generic filter in P. If P = (P,<) €
MI(Gy) is a partially ordered set in M[Go] then there are P-names w,0 € M
satisfying (9.9) and such that (P, <) = (valg,(7), valg,(0)).

Now let P be a partially ordered set and (7, <) be a good P-name for
a partially ordered set. Then their iteration P x 7 is defined by

Pxm={({p,7):peP &7 ecdom(n) &p |- 7€}
Moreover, on P x m we define a binary relation < by
p,7) 2 (g.0) & p<q & pl-T<p0

Notice that the relation =< is reflexive and transitive on P x w. It is
reflexive since for any (p, 7) € Px 7 condition p forces 7 € m and <, to be
a partial-order relation on 7 (since (m, <;) is good). The proof that < is
transitive is left as an exercise.

Unfortunately, < does not have to be antisymmetric on P* 7. To solve
this problem, we notice that the relation ~ on P x 7 defined by

(p,7) ~{q,0) & (p,7) 2 (q,0) & (g,0) 2 ({p,7)

is an equivalence relation on P* 7 (see Exercise 4 from Section 2.4). Thus,
in order to consider (P, <) as a partially ordered set, we will identify the
elements of Px 7 that are ~-equivalent. (Formally, we should replace P *x
by the quotient class P x /. and the relation < by the quotient relation
< defined as in part (b) of Exercise 4 in Section 2.4. However, this would
obscure the clarity of the “simple-identification” approach.) Upon such an
identification we will consider P x 7 as a partially ordered set.

Let us also notice that if the partially ordered sets Py and IP; are in the
ground model M and 7w and <, are the standard Py-names for P; and its
order relation then (m, <) is a good name for a partially ordered set and

Py x 7 is isomorphic to Py x Py. (9.10)

Thus the process of iteration is truly a generalization of the product of
forcings as described in the previous section. To formulate an iteration
analog of the product lemma, we need one more definition.

Let M be a countable transitive model of ZFC, Py € M be a partially
ordered set, and Gy be an M-generic filter in Py. If 7 is a good Pp-name
for a partially ordered set and G C valg,(7) then we define

Go*xGr={{p,7) €Poxm: p € Gy & valg,(1) € G1}.
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Theorem 9.5.3 Let M be a countable transitive model of ZFC and Py
be an iteration of a partially ordered set Py € M and a good Py-name
w € M for a partially ordered set. If G is an M-generic filter in Poxm and

Go={pePo: 3¢, 7) €CG (¢ <p)}
then Go is an M-generic filter in Py. Moreover, if
G1 = {valg,(7): (¢,7) € G}

then Gy is an M[Gy)-generic filter in P1 = valg,(7), G = Go x G1, and
M[G] = M[Go][G1].

Proof It is easy to see that Gy is a filter in Py. To show that Gy is M-
generic take a Do € M that is dense in Py. Then D= {(p,7) € Pox7: p €Dy}
is dense in P %, since (p, 7) < (g, 7) and (p,7) € D for every (g, 7) € Po*m
and p € Dy with p < ¢q. Take (p,7) € GN D. Then p € Gy N Dy. Thus Gy
is an M -generic filter in Py.

Next, we will show that G is a filter in P;. So take valg,(7) € Gy with
(q,7) € G witnessing it and let ¢ € dom(7) be such that valg,(0) € Py
and valg, (1) < valg, (o). We will show that valg, (o) € G;. For this, take
po € Go with pg |- 7 < o and (p, p) € G such that p < pg. Pick (r,n) € G
with (r,n) < {(q,7) and (r,n) < (p,p). Thenr |Fn<7andr |- 7 < 0,
since r < pg. So r |- n < o, and (r,n) = (r,0). Hence (r,o) € G and
valg, (o) € Gj.

To see that any two elements of G; have a common extension in Gy
take valg, (1) € Gy with (¢,7) € G and valg,(0) € Gy with (p,o) € G.
Then there exists (r,n) € G such that (r,n) < {(¢,7) and (r,n) < (p,0). So
reGoandr |- (n <7 & n <o) Thus valg,(n) € Gy extends valg, (1)
and valg, (o).

For the proof that Gy is M[Gy]-generic in Py take a D1 € M[Gy] that is
dense in P; and let § be a Py-name such that Dy = valg,(6). Pick p € Gy
that forces it, that is,

p |~ 6 is a dense subset of ,
and define
D={{q,7) € Poxm: q |- T € b} (9.11)
Now, if (¢,n) € G is such that ¢ < p then it is easy to see that D is dense

below (g, n) (the proof is left as an exercise). So there exists (r,7) € DNG,
and valg, (1) € D1 NGy.
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To argue that G = Go*G take (p,7) € G. Then p € Gy and valg, (7) €
(1 by the definitions of Gy and G;. So G C Gg x G1. To see the other
inclusion, take (p,7) € Go* G1 C Py x 7. Then p € Gy and valg, (1) € G;.
So there exist {q,0) € G, with ¢ < p, and (r,7) € G. Let {s,n) € G be a
common extension of (g,o) and (r,7). Then s <g<pands|-n<7. So
(s,m) = (p,7) and (p,7) € G.

Finally, Go, G1 € M|G], as they are defined using G. So M[Gy] C M|[G]
by the minimality of M[Gy], and M[Go][G1] C M[G] by the minimality of
M[Go][Gl] AlSO, G=GyxG € M[Go][Gl] So M[G] C M[Go][Gl] O

Theorem 9.5.3 is an analog of the implication (i)=-(ii) from the product
lemma. The iteration analog of the reverse implication, stated next, is also

true. However, since we will not use this fact, we will leave its proof as an
exercise.

Theorem 9.5.4 Let M be a countable transitive model of ZFC, Gy an M-
generic filter in Py € M, and G1 an M[Go]-generic filter in Py € M[Gy)].
If m € M is a good Py-name representing Py then Gy * Gy is an M -generic
filter in Po * 7 and M[Go][G1] = M[Go * G4].

In the proof of the consistency of MA+—-CH we will be interested only
in the ccc forcings. The next lemma tells us that we will remain within
this class if the iteration concerns two ccc forcings.

Lemma 9.5.5 Let M be a countable transitive model of ZFC, Py € M be
a cce forcing in M, and (7, <) be a good Py-name for a forcing such that

Py |- (7, <x) is ccc. (9.12)
Then Poxm s ccc in M.

Proof To obtain a contradiction assume that there exists an uncountable
antichain A = {(pg, 7¢): € <wi} € M in Py 7. Let
o={{pe): £ <wi}.

Then o0 € M is a Pyp-name. Define, in M,
D={pePy:3p<w (p|-0cCpB)}

and notice that D is dense in Py.
To see this, let ¢ € Py and let H be an M-generic filter containing q.
Then
S=valg(o) ={{ <wi:pe € H}.

Notice that for distinct &, € S the conditions valy (7¢) and valg(7,) are
incompatible in valg (7).
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Indeed, if £, € S, £ # 1, and valg(7¢) and valg(r,;) are compatible in
valg (m) then there are r € H extending pe and p, and p € dom(7) such
that r |- p <z 7¢ and r |- p <, 7,,. But then (r, p) would be a common
extension of (p¢,7¢) and (py, 7,), contradicting our assumption that A is
an antichain.

Thus S is countable in M[H] since, by (9.12), valg(7) is ccc in M[H].
So there exists a [ < wy containing S. Now, if p € H is such that p < ¢
and p |- S C B then p € D. So D is dense.

Next consider the set

T'={B<wi:3ps €Po(ps |-supo=p)}

and notice that Ay = {pg: 8 € T} is an antichain in Py. Thus 4; and T
are countable in M. Let v < wy be such that T' C v. Then the set

D'={pePy:pl-o0C?}

is dense in Py, since it contains D.

Now, to obtain a contradiction, take an M-generic filter H in Py con-
taining p,. Then, by the denseness of D’, valy (o) C «. But, straight from
the definition of o, v € valy(o)! This contradiction finishes the proof. O

Now we turn our attention to the a-stage iteration for an arbitrary
ordinal number . More precisely, we will describe a general method of
defining inductively a sequence P = ((P¢, <¢): & < ) of forcings such
that P¢4q can be identified with P¢ x 7¢, where 7¢ is a good P¢-name for
a partially ordered set. This, with help of Theorem 9.5.3, will take care of
the condition P1. The technical difficulty in this construction is that we
have to know P¢ in order to talk about a good P¢-name 7. So, along with
the sequence P, we have to construct a sequence II = ((m¢, <r.): & < )
of appropriate good P¢-names. This obscures a simple idea that stands
behind the construction. Thus we will first describe this construction with
the sequence II replaced by a sequence ((Q¢, <q,): § < a) of forcings. In
this case for every 8 < a we define

Py=JS [[Qu:SciB< s={fls: fe [[ Q& Sclf<} (9.13)

neS n<p
and order it by

p<pq < dom(q) C dom(p) & (Vn € dom(q))(p(n) <q, a(n))

In particular,

Py = {0}, Py= U Ps for every limit ordinal 0 < A < a, (9.14)
B<A
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and
P, CPg and <,=<gnN(P,xP,) forevery y<f<a  (9.15)

Notice also that () is a maximal element of every Pg with 8 < « and that
for every £ < 8 < «

if r € P extends p € P¢ then r|¢ € P¢ also extends p (9.16)
and
if ¢ € Pg and r € P¢ extends g|¢ then 7 U q|(g\¢) € Pg extends . (9.17)
Moreover, if P¢, ;| = Pey1 \ Pe = {p € Pey1: § € dom(p)} for § < a then
(P%i1, <¢t1) is isomorphic to (Pe x Q¢, <) (9.18)

via the isomorphism p — (p|¢,p(§)). The easy proofs of (9.14)-(9.18) are
left as an exercise.

For the general case, when P¢c-names m¢ do not necessary represent the
forcings from the ground model, the sequence ((P¢,<¢): & < a) will be
defined by simultaneous induction with a sequence ({m¢, <r.): { < ). In
particular, we say that a sequence ((P¢, <¢): & < «) of partially ordered
sets is an «-stage forcing iteration (with finite support) if there exists a
sequence ((m¢, <r.): & < ) such that every (m¢, <) is a good P¢-name
for a partially ordered set, and if for every 8 < «

Ps = U J S H dom(m,): Vn € S (ply |- p(n) € ™) (9.19)
Selp]<w nes

is ordered by

p<pq < dom(q) Cdom(p) & (¥n € dom(q))(pl, |- p(n) <x, a(n))-

It is not difficult to see that the definition (9.19) gives the same notion of
forcing as (9.13) if every ¢ is the standard Pg-name Qg of Q¢. Moreover, it
is also easy to notice that the sequence defined by (9.19) has the properties
(9.14)—(9.17) as well (the inductive proof of (9.17) is left as an exercise).
Moreover, for P7,; = {p € P¢y1: £ € dom(p)} a counterpart of (9.18) says
that for every £ < «

(P%11,<¢t1) is isomorphic to (P¢ x ¢, <), (9.20)
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where an isomorphism is given by the map p — (ple, p(§)). To see this, it
is enough to notice that for every p,q € Pgy

p<et1q & dom(q) C dom(p) & (¥n € dom(q) N ) (ply - (1) <x, a(n))
& ple |- p(§) <z a(§)
& ple <e qle & ple [-p(€) < a(€)
& (ple,p(§)) = (ale, 9(€))-

The next theorem is an a-stage-iteration version of Theorem 9.5.3. It
implies the condition P1, where M is defined as M[G¢| from the theorem.

Theorem 9.5.6 Let M be a countable transitive model of ZFC, let « € M
be an ordinal number, and let ((Pe, <¢): & < a) € M be an a-stage forcing
iteration based on the sequence ((me, <r.): £ < a) of appropriate Pe-names.

If G is an M -generic filter in P, then G¢ = G NP¢ is an M-generic filter
in Pe for every & < a. Moreover, for every £ < a, if

G = {valg (p(€): p € Gear & € € dom(p)}

then G¢ is an M [Ge¢]-generic filter in a forcing P* = (valg, (m¢), valg, (<r,))
and M|[Gei1] = M[Ge][GE].

Proof To see that G¢ is a filter in P¢ take p,q € G¢ C G. Then there
exists an r € G extending p and g. But r|¢ € P¢ belongs to G, since r < r|e.
So r|l¢ € G¢ and, by (9.16), r|¢ extends p and ¢. Also, if ¢ € G¢, p € Pq,
and ¢ < p then p € P¢, and so p € G¢. Thus G¢ is a filter in Pe.

To prove that G¢ is M-generic in P¢ take a D € M that is a dense
subset of P¢ and notice that

D*={pePy:plecD}eM

is dense in P,. Indeed, if ¢ € P, then ¢l € P¢ and there exists an r € D
with r <¢ gle. But, by (9.17), p = 7 U q|(a\¢) € Po extends ¢ and it is easy
to see that p € D*. So D* is dense and there exists an » € G N D*. Hence
T|£ eDnN Gg.

The proof of the additional part will be done in several steps. First
notice that

P% 4 is dense in Pgyq, (9.21)

since every p € Peiq \ Pg,; = P¢ forces (me, <r.) to be a partially ordered
set, so there exists a P¢-name 7 such that p |- 7 € m¢ and pU{(§, 7)} € P,
extends p.
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Next notice that
G2+1 =GNPg =Gen \ Pe

is also an M-generic filter in ¢, since, by (9.21), every dense D € M

subset of P¢, ; is also dense in Peyq and DN GE,; = DN Geyr # 0. Also,

Gear = G2y Uple: p € Gty ) € MIGE, ). So MGes] = M(G, )
Now, if 4 is an isomorphism from (9.20) then

i[GEq] = {(ple;p(€)): p € GE iy}

is an M-generic filter in P¢ x ¢ and M[Geq1] = M[GE, ] = M[i[GE,,]]-
So, by Theorem 9.5.3, i[G¢, ] = G¢ x G¢, G¢ is an M |[G¢l-generic filter in
P, and M[Ge,1] = Mi[GEy,)] = MGIGE) .

The next theorem says that an a-stage iteration (with finite support)
of ccc forcings is ccc. This will guarantee that the forcing P, from the
beginning of the section will be ccc. The theorem is a generalization of
Lemma 9.5.5.

Theorem 9.5.7 Let M be a countable transitive model of ZFC, let « € M
be an ordinal number, and let ((Pe,<g): € < a) € M be an a-stage forcing
iteration based on the sequence ((m¢, <r.): £ < a) of appropriate Pe-names.
If

Pe || e is ccc (9.22)

for every € < «, then Py, is ccc in M.

Proof We will prove, by induction on 8 < a, that Pg is ccc in M. The
proof will be done in M.

Clearly Py = {0} is ccc. So let 0 < § < a be such that P, is ccc in M
for every n < f and let A = {py: v <wi} C Pg. We will find 6 <y < w;
such that ps and p, are compatible.

If 3 is a successor ordinal, say 8 = +1, take Cy = {y < wi: py € Pe}.
If |Co| = wr then Ay = {py: v € Cp} C P¢, and P¢ is ccc by the inductive
assumption. Hence Ay C A contains two compatible elements with different
indices. So assume that |Cp| < wy. Then C; = w; \ Cy is uncountable and
Ar = {py: v € C1} CPg,,. But P¢, is isomorphic to P¢ x ¢, which, by
Lemma 9.5.5, is ccc. Thus, once more, A; C A contains two compatible
elements with different indices.

If 8 is a limit ordinal, apply to the family {dom(p,): v < w1} the A-
system lemma to find an uncountable set C' C w; and a finite set D C 3
such that dom(p,) Ndom(ps) = D for all distinct 7,6 € C. Let £ < 8 be
such that D C ¢ and consider {p,|¢: v € C'} C P¢. Since, by the inductive
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assumption, P¢ is ccc, we can find p € P¢ and distinct ,6 € C such that
P <¢ pyle and p <¢ psle. To finish the proof it is enough to notice that

a=pUp,ylp\e) Upslipe (9:23)

belongs to P3 and extends p, and ps; this follows from (9.17). The details
are left as an exercise. (I

We say that an a-stage forcing iteration ((Pg, <¢): ¢ < «) is a ccc
forcing iteration if it satisfies condition (9.22).

The next lemma is the last general fact concerning the a-stage iteration
and it will imply property P2. It is an analog of Lemma 9.4.3.

Lemma 9.5.8 Let M be a countable transitive model of ZFC, let k € M
be an infinite reqular cardinal number, and let ((Pe, <¢): € < k) € M be a
k-stage ccc forcing iteration. If Y € M, G is an M-generic filter in P,,
and S CY is such that M[G] = |S| < k then there exists a ( < Kk such
that S € M[G¢], where Gc = GNP;.

Proof By Theorem 9.5.7 the forcing P,; is ccc. So the cardinals in M and
MIG] are the same, and we will not distinguish between them.

Let X = A, where A is the cardinality of S in M[G]. Then X € M and
|X| =A< k. Let f € M[G] be amap from X onto S. We will find a { < x
such that f € M[G].

By Lemma 9.2.8 we can find a Py-name 7 € M such that f = valg(7),

—

rC{{z,y),p):zeX &yeY & pelP,}, and

(x) Ay = {p eP.,:dyeY ((@,p) € T)} is an antichain for every
zeX.

So every A, is countable in M, since P, is ccc in M. Let

A= U U dom(p).

z€X pEA,

Then A € M, A C k, and |A] < |X|+w < Kk in M, since every set
Upe 4, dom(p) is countable in M. Thus, by the regularity of «, there exists
a ¢ < r such that A C ¢. In particular, |J, .y Az CP¢. So

= {(@y) ) (g erfem
is a Pc.-name, where @* is a standard Pc-name for (z,y) € M, and
f=valg(r) = {(x,y% Pped (((x,y%p) € T)}

= {(x,y>:(3p€GmPC)(<@*’p ET*)}
= valg (1) € M[G¢].

<
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So S = f[X] € M[G]. O

Now we are ready for the main theorem of this section.
Theorem 9.5.9 It is consistent with ZFC that ¢ = wy and MA holds.

Proof By the foregoing discussion, it is enough to construct a u-stage
cce finite-support forcing iteration ((Pe, <¢): € < p), with p = wi?, that
satisfies P3 and P4. The construction will be done in a countable transitive
model M of ZFC in which 2! = wy (such an M exists by Corollary 9.3.9).
In what follows we will use the notation introduced in the first part of this
section. We will also use repeatedly the fact, following from (9.15), that
for every ¢ < ¢ < p any Pe-name is a Pe-name too.

Let ((a¢,Be): &€ < p) € M be a one-to-one enumeration of p x p
such that 8¢ < £ for every & < p. By induction on £ < p we will con-
struct a finite-support iteration ((Pg, <¢): & < u), together with a sequence
((me, <re): & < p) of appropriate Pe-names, and a sequence (Sg: § < p)
such that the following inductive conditions are satisfied for every £ < p.

(Ie)  |Pe| < wi.

(IL)  Se = ((N§,05): a < ) contains every pair (A, o) with A < w; and

—

o C{{{(7,6),p): 7,6 € X & p € Pe}.

(o will be used as a Pg-name for a partial order on \.)

(Illg) 7 = \ is a standard P¢-name for A = /\f; and

—

<re = {((38),p) €0ut: g€ A(g<ep)}
U{{{7.8),p): 7 <8 < X\ & p e BY,

where
A={gePe:q|- (A ohs) is a ccc forcing}

and B = {p € P¢: p is incompatible with every ¢ € A}. In partic-
ular,

Pe |- (¢, <r.) is a ccc forcing. (9.24)

To see that this inductive construction preserves (I¢) consider two cases.
If 0 < & < pis a limit ordinal, then Pe = Un<£ P, has cardinality < w;
by the inductive assumption. If £ = 5 4+ 1 is a successor ordinal, then
Pe = P, UPE, and P§ is isomorphic to P, x m,,. But by (1) and (IIL,)) we
have |m,| < wi. So |P¢| = |Py| @ (|Py| ® |7my]) < w1 as well.
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To see that the sequence S¢ in (II¢) can be found note that there are only
wo pairs (X, o) to list since, by (I¢), the set {((v,6),p): 7,0 € X & p € P¢}
has cardinality < w; and so it has at most wy subsets, as 2“! = wy in M.

To finish the construction it is enough to argue for (9.24). For this,
notice first that

AU B is dense in P¢ (9.25)
and
p - (a§§ =<r.) for every p € A. (9.26)

To see (9.26) take py € A and an M-generic filter H in P containing
po- Then

val(06) = {(3,6): ((7,8),p) € 085 & p € H}
= {(7,6): ((7.8),p) € ont & Fq € A (g <cp) & p e H)
— {1 8): (1,6),p) €<n, &IgE€ A(qg<cp) &pe H}
= {(1.8): {(,8),p) €<r & pe H}
= valg(<x,),

proving (9.26).

To argue for (9.24) let H be an M-generic filter in P¢. We have to show
that (valpg(me), valg (<r.)) = (N valg (<)) is a ccc partially ordered set
in M[H]. But, by (9.25), either AN H # (), in which case this is true since
an element of AN H forces (me, <r.) = (A, a§§> to be a ccc forcing, or
BN H # 0, in which case valy (< 7r5) is just a standard well ordering of A,
so it is obviously ccc. This finishes the inductive construction.

Now, to see that P3 is satisfied note that P, = U5 <u P¢ has cardinality
< wy. Thus |[(P,)“] < (w2)¥" = 2¥" = ws.

To see that P4 holds let G be an M-generic filter in P, let N = M[G],
and let (A, <) € N be such that

N E X <w; and (A, <) is ccc.

Choose an ag < p. By Theorem 9.5.6 it is enough to find ag < € < p such
that P¢ = (valg, (m¢), valg, (<x.)) = (X, <). But, by Lemma 9.5.8, there is
ag < ¢ < psuch that (A, <) € M[G¢]. Take a Pc-name o* € M such that
valg, (0*) is equal to < and let

o={{(7,0),p):v,0€X&peEP: &pl-(,6) €0} € M.

Note that
valg, (o) = valg (o)
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since for every (y,6) € A x A

—

(v,0) €valg. (o) & IpeGe(pl-(7,0)€0") & (v,0) € valg (0¥).

Next, choose a < g such that (\S,0%) = (A, o) and pick ¢ < p with

a? [e3%

(ae, Be) = (o, (). Then ag < ( = f¢ < € and ,\52 =5 = A, s0 valg, (me) =

. Also, ng = 0% =0 and
ValGs (0’) = VaIGC (0) = Valg< (0*) = (<<) € M[GC] C M[Gg]

since G¢ = G¢ N Pe.
Thus it suffices to argue that

valg, (<r,) = valg, (0). (9.27)

But (\, <) is a partially ordered set in M [G¢], since it is a partially ordered
set in N and this is an absolute property. Also, (\, <) is ccc in M[G¢],
because every antichain A € M[G¢] is also an antichain in N and

W= AN = AN = |A1Ed,

since (A, <) is ccc in N and both extensions of M preserve the cardinals.
Thus there is a p € G¢ that forces this to be true for A o) = <5\,0§§>. In

particular, Ge N A # 0 so (9.26) and agi = ¢ imply (9.27). This finishes
the proof. O

EXERCISES
1 Complete the details of the proof of (9.8).
2 Complete the details of the proof of Lemma 9.5.1.
3 Prove that the relation < defined on an iteration P x 7 is transitive.
4 Prove (9.10).

5 Complete the proof of Theorem 9.5.3 by showing that the set D from
(9.11) is indeed dense below (g, n).

6 Prove Theorem 9.5.4.
7 Prove properties (9.14)—(9.18).
8 Prove (9.17) for the forcing defined by (9.19).

9 Complete the proof of Theorem 9.5.7 by showing that the condition ¢
defined by (9.23) has the desired properties.
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Axioms of set theory

Axiom 0 (Set Ezistence) There exists a set:

Axiom 1 (Extensionality) If  and y have the same elements, then z is
equal to y:
VaVy [Vz(z € x>z € y)—x = y).

Axiom 2 (Comprehension scheme or schema of separation) For every for-
mula ¢(s,t) with free variables s and ¢, for every z, and for every
parameter p there exists a set y = {u € z: ¢(u,p)} that contains all
those u € x that have property ¢:

Vavp3y [Vu(u € y=(u € x & p(u, p)))].

Axiom 3 (Pairing) For any a and b there exists a set  that contains a
and b:
VavbIz(a € z & b € x).

Axiom 4 (Union) For every family F there exists a set U containing the
union | JF of all elements of F:

VFIUVYVz[(z €Y & Y € F)—z € U).

Axiom 5 (Power set) For every set X there exists a set P containing the
set P(X) (the power set) of all subsets of X:

VX3PVz|z C X—z € P].

211
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To make the statement of the next axiom more readable we introduce
the following abbreviation. We say that y is a successor of x and write
y = S(x) if S(z) = U {x}, that is,

Vz[z €y < (z €xVz=ua)).

Axiom 6 (Infinity) (Zermelo 1908) There exists an infinite set (of some
special form):

Jz [Vz(z = 0—z € x) & Vy € aVz(z = S(y)—=z € z)].

Axiom 7 (Replacement scheme) (Fraenkel 1922; Skolem 1922) For every
formula ¢(s,t,U,w) with free variables s, ¢, U, and w, every set A,
and every parameter p if (s, t, A,p) defines a function F' on A by
F(z) =y & ¢(x,y, A, p), then there exists a set Y containing the
range F[A] = {F(x): x € A} of the function F":

VAVp Vz € Adlyp(z,y, A,p)—3IYVr € Ay € Yp(z,y, A, p)],

where the quantifier Flzp(x) is an abbreviation for “there exists pre-
cisely one x satisfying ¢,” that is, is equivalent to the formula

Jzp(z) & Vavy(p(z) & p(y)—z = y).

Axiom 8 (Foundation or regularity) (Skolem 1922; von Neumann 1925)
Every nonempty set has an €-minimal element:

Ve [dyly e x)—Ty(y €z & -Fz(z € z & z € y))].

Axiom 9 (Choice) (Levi 1902; Zermelo 1904) For every family F of dis-
joint nonempty sets there exists a “selector,” that is, a set S that
intersects every x € F in precisely one point:

VFEFNVz e Flx £0) & Ve e FVye Flx=yVany=0)]
—3SVr € FAlz(z € S & z € ),
where x Ny = () is an abbreviation for

—Jz(zezx & z€y).

Using the comprehensive schema for Axioms 0, 3, 4, and 5 we may
easily obtain the following strengthening of them, which is often used as
the original axioms.
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Axiom 0’ (Empty set) There exists the empty set (:

IxVy—(y € x).

Axiom 3’ (Pairing) For any a and b there exists a set x that contains
precisely a and b.

Axiom 4’ (Union) (Cantor 1899; Zermelo 1908) For every family F there
exists a set U = |JF, the union of all subsets of F.

Axiom 5’ (Power set) (Zermelo 1908) For every set x there exists a set
Y = P(x), the power set of x, that is, the set of all subsets of .

The system of Axioms 0-8 is usually called Zermelo—Fraenkel set theory
and is abbreviated by ZF. The system of Axioms 0-9 is usually denoted by
ZFC. Thus, ZFC is the same as ZF+AC, where AC stands for the axiom
of choice.

Historical Remark (Levy 1979) The first similar system of axioms was
introduced by Zermelo. However, he did not have the axioms of founda-
tion and replacement. Informal versions of the axiom of replacement were
suggested by Cantor (1899) and Mirimanoff (1917). Formal versions were
introduced by Fraenkel (1922) and Skolem (1922). The axiom of foundation
was added by Skolem (1922) and von Neumann (1925).

Notice that Axioms 2 and 7 are in fact the schemas for infinitely many
axioms, one for each formula . Thus theory ZFC has, in fact, infinitely
many axioms. Axiom 1 of extensionality is the most fundamental one.
Axioms 0 (or 0') of set existence (of empty set) and 6 of infinity are “ex-
istence” axioms that postulate the existence of some sets. It is obvious
that Axiom 0 follows from Axiom 6. Axioms 2 of comprehension and 7
of replacement are schemas for infinitely many axioms. Axioms 3 (or 3')
of pairing, 4 (or 4') of union, and 5 (or 5’) of power set are conditional
existence axioms. The existing sets postulated by 3, 4’, and 5’ are unique.
It is not difficult to see that Axiom 3 of pairing follows from the others.

The axiom of choice AC and the axiom of foundation also have the
same conditional existence character. However, the sets existing by them
do not have to be unique. Moreover, the axiom of foundation has a very
set-theoretic meaning and is seldom used outside abstract set theory or
logic. It lets us build “hierarchical models” of set theory. During this
course we very seldom make use of it. The axiom of choice, on the other
hand, is one of the most important tools in this course. It is true that
its nonconstructive character caused, in the past, some mathematicians to
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reject it (for example, Borel and Lebesgue). However, this discussion has
been for the most part resolved today in favor of accepting this axiom.

It follows from the foregoing discussion that we can remove Axioms 0
and 3 from 0-8 and still have the same theory ZF.
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Comments on the forcing
method

This appendix contains some comments and explanations for Section 9.1.
It also includes some missing proofs of the results stated there.

We start by explaining a few more terms. In Section 9.1 we said that a
formula ¢ is a consequence of a theory T', T' - ¢, if there is a formal proof
of ¢ from T'. By a formal proof in this statement we mean a formalization
of what we really do in proving theorems. Thus a proof of ¢ from T is a
finite sequence ¢y, ... , @, of formulas such that ¢, = ¢ and a formula yy
can appear in the sequence only because of one of following two reasons:

e o is an axiom, that is, it belongs to T or is a logic axiom; or

e ), is obtained from some ¢; and ¢; (¢,5 < k) by a rule of detachment
(also called a modus ponens rule), that is, if there exist 4, j < k such that
¢, has the form ¢;—py.

Since any formal proof is a finite sequence of formulas, it can contain only
finitely many sentences from 7. Thus, if T F ¢ then there is a finite sub-
theory Ty C T such that Ty - . In particular, if theory T is inconsistent,
then there is a finite subtheory Tj of T that is also inconsistent. So theory
T is consistent if and only if every one of its finite subtheories is consistent.

Note also that if ¢, . .. , ¢y, is a proof of ¢ = ¢, in theory TU{¢} then
(Yv—90), ..., (Y—y) is a proof of y—¢ in T, where formula p—(p;—¢y)
is identified with p;—(¥»—¢y). Thus, if ¢ is a consequence of a finite
theory Ty = {%o,...,¥n} then 0 F (Yo—(--- —(Pp—¢)---)), that is,
(Yo& - - - &by, )—p is a consequence of the axioms of logic.

To argue for the forcing principle we will need the following theorem.
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Theorem B.1 Let S and T be two theories and assume that for every fi-
nite subtheory Sy of S we can prove in theory T that there exists a nonempty
transitive set M that is a model for Sy. Then Con(T') implies Con(S).

Proof Let S and T be as in the theorem and assume that S is inconsistent.
It is enough to show that this implies the inconsistency of T'.

Since S is inconsistent, there is a finite subtheory Sy = {¢1,... ,¥n}
of S such that Sy is inconsistent, that is, such that Sy F ¢&—¢ for some
sentence . In particular, (Y1& - - - &, ) —(0&—p).

But, by our assumption, in theory 7" we can prove the existence of a
nonempty transitive set M that is a model for S, that is, such that
holds for every 1 from Sy. In particular,

TH3IM (P& &ypM).

Now, it is enough to notice that the rules of formal deduction are set up
in such a way that if ¢g,..., ¢, is a formal proof of p&—p from Sy then
oM. M s a formal proof of M &—¢M from S} = {M ... YM}. In
particular, the implication

(1" & - - &py") = (M &™)

is true for every M. So we have proved in T that there is an M such that
Mg &pM | while (YM& - - &pM)— (M &—pM) is true for every M.
So AM (pM&—¢p™) is a consequence of T, that is, T is inconsistent. [

Now assume that we have proved the following condition (F') from the
forcing principle:

(F) Every CTM M of ZFC can be extended to a CTM N of ZFC+“i).”
If we could prove in ZFC that

dM (M is a CTM for ZFC)

then we would conclude in ZFC that there exists a model N of ZFC+“1,”
and this, by Theorem B.1, implies that Con(ZFC)=- Con(ZFC +“})”). Un-
fortunately, the existence of a countable transitive model of ZFC cannot
be proved from ZFC axioms (this follows from Theorem 1.1.1). Thus we
need the following more refined argument.

A closer look at the forcing method shows that it lets us extend any
countable transitive set M to another countable transitive set N = M[G].
Then Theorem 9.2.2 asserts that if M satisfies ZFC then so does M[G].
However, an examination of this proof (which is not included in this text)
shows that checking whether M[G] has a given property ¢ is of finitistic
character in the sense that in the proof of the implication

if M is a model for ZFC then M[G] is a model for “p” (B.1)
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we use the knowledge that M is a model for a given axiom % only for
finitely many axioms v of ZFC. In particular, for any sentence ¢ for which
(B.1) holds there is a finite subtheory T, of ZFC such that the implication

if M is a model for T,, then M[G] is a model for “p” (B.2)

has the same proof as (B.1). To show that such a nice proof of (F) implies
Con(ZFC)= Con(ZFC +“y”) we need one more theorem, which will be left
without proof.

Theorem B.2 For every finite subtheory T' of ZFC' it is provable in ZFC
that there exists a countable transitive model M of T'.

Now, to argue for the forcing principle assume, to obtain a contradic-
tion, that (F) holds and ZFC+“y” is inconsistent. Then there exists a
finite subtheory S of ZFC+“y” that is also inconsistent. For every ¢ from
S let T, be a finite subset of ZFC for which (B.2) holds and let T" be the
union of all Ty, for ¢ from S. By Theorem B.2 there is a CTM M for T,
and using (B.2) we conclude that there exists a countable transitive model
N = MJG] for S. Since all of this was proved in ZFC, we can use Theo-
rem B.1 to deduce that Con(ZFC) implies Con(S). But S is inconsistent,
so it can only happen if ZFC is inconsistent. This finishes the argument
for the forcing principle.

We will finish this appendix with the list of Ag-formulas that constitute
the

Proof of Lemma 9.2.5
(0) Formula g(x,y) representing = C y:

Yw € z(w € y).

(1) Formula v (z,y) representing y = |J x:

Yw € yIz € z(w € z) & Vz € zVw € z(w € y).

(2) Formula 5 (x,y) representing y = () :
Yw € yVz € z(w € 2) & Vz € 2Vw € z[Vu € z(w € u)—(w € y)].
(3) Formula ¢3(x,y, z) representing z = x U y:

Yweziwer V wey) &Vwez(w e z) & Vw € yw € 2).
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(13)
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Formula 4(x,y, z) representing z = x N y:

Vw e z(w ez & wey) & Vw e zjw € y—w € 2].

Formula 5(x, y, z) representing z = x \ y:

Vwez(w ez &wdy) & Vw e z(w € y—w € z).

Formula (2, y, 2) representing z = {z, y}:

xe€z&kyez&Vtezt=a V t=y).

Formula 17(z) representing “z is an unordered pair”:

Jz € 23y € z Ys(z, vy, 2).

Formula g (x,y, z) representing z = (z,y) = {{z}, {z,y} }:
Ju € zFw € z[hg(x, x,u) & Yz, y,w) & Ye(u,w, 2)].
Formula tg9(z) representing “z is an ordered pair”:

Jw € 23z € wy € wg(x,y, 2).

Formula 10(z, y, z) representing z = = X y:

Yw € z3s € a3t € y ¥s(s,t,w) & Vs € zVt € yFw € z Yg(s,t, w).

Formula )71 (r) representing “r is a binary relation”:

Yw € 1 g (w).

Formula 115(d, r) representing “d is the domain of a binary rela-
tion r”:
Vo € d3z € rIw € z3y € w Ys(z, vy, 2)

& Vz € rVw € 2Vr € wYy € wys(z,y, 2)—x € d.
Formula 13(R, r) representing “R is the range of a binary relation r”:
Yy € Rz € rIw € z3x € w Ys(x,y, 2)

& Vz € rYw € 2Vx € wVy € w[ys(z,y,2)—y € R].
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(14)

(15)

(17)

(18)

(21)

(22)

Formula t14(f) representing “f is a function™
11(f) & Vp € fVYq € fYu € pYw € qVa € uVb € uVd € w
[[¥s(a,b,p) & ¥s(a,d, q)|—b=d].

Formula 15(f) representing “function f is injective™

14(f) & Vp € fVq € fYu € pVw € qVa € uVb € uVc € wVd € w

[[(¥s(a,b,p) & ¥s(c,d,q) & b= d)]—a =]

Formula ¢16(<,P) representing “< is a partial-order relation on P”:

P11(S) & P12(P, <) & ¢13(P, <) & Vo € PIw €< ¢s(z, 2, w)
& Vr € Py € PYv e< Vw €< [(Ys(z,y,v) & Ys(y,z,w)) — x = y]

& Vxr € PVy € PVz € PVu e< Vw €<
[(Vs(z,y,v) & ¥s(y, 2, w)) — Ju €< Ys(z, z,u)].

Formula t17(D, <,P) representing “D is a dense subset of the par-
tially ordered set (P, <)

U16(<,P) & (D, P) & Vo € P3d € DIw €< ys(d, z,w).

Formula t15(A, <,P) representing “A is an antichain in the partially
ordered set (P, <)”:

16(<,P) & o(A,P) & Va € AVb € AVx € PVu €< Vw €<
[(Vs(z,a,u) & ps(x,b,u)) — a=b].
Formula t19(x) representing “set x is transitive”
Yy € aVz € y(z € x).
Formula 190 () representing “« is an ordinal number”:
Yio(a) &VBeaVyea(f=y VvV By V v EP).
Formula )97 () representing “a is a limit ordinal number™:
Pao(a) & VB € ady € a(B € 7).
Formula )92 () representing “a = w”
o1 () & VB € alpe1(8) — Vo € Bz # x)).
Formula 193 (c) representing “« is a finite ordinal number”:
Yao() & —az(a) & VB € a(ha2(B)).

Formula 193 () representing “« is a successor ordinal number”:

Yao() & —9ha1 (). u
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Notation

e r € y— x is an element of y, 6.

e —p — the negation of formula ¢, 6.

e &1 — the conjunction of formulas ¢ and 1, 6.
e V1 — the disjunction of formulas ¢ and 1, 6.
e p—1 — the implication, 6.

e 1) — the equivalence of formulas ¢ and 1, 6.
e Jdxp — the existential quantifier, 6.

e Vzp — the universal quantifier, 6.

e dx € Ap — a bounded existential quantifier, 6.

e Vx € Ap — a bounded universal quantifier, 6.

e © Cy—xis asubset of y, 6.

e () — the empty set, 7.

e |JF - the union of a family F of sets, 8.

e P(X) — the power set of a set X, 8.

e z Uy — the union of sets z and y, 8.

e z \ y — the difference of sets x and y, 8.

e (| F — the intersection of a family F of sets, 8.

e Ny — the intersection of sets = and y, 9.
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x /Ay — the symmetric difference of sets « and y, 9.

(a,b) — the ordered pair {{a}, {a,b}}, 9.

e (ay,as,...,an_1,a,) — the ordered n-tuple, 10.

e X x Y — the Cartesian product of sets X and Y, 10.

e S(x) — the successor of z: z U {z}, 10.

e dom(R) — the domain of a relation (or function) R, 12.

e range(R) — the range of a relation (or function) R, 12.

e R~ - the inverse of a relation (or function) R, 13.

e So R — the composition of the relations (or functions) R and S, 13.
e f: X - Y — a function from a set X into a set Y, 16.

e YX — the class of all function from a set X into a set Y, 16.

e f[A] — the image of a set A with respect to a function f, 16.

e f71(B) - the preimage of a set B with respect to a function f, 16.
e f|a — the restriction of a function f to a set A, 18.

® U;cr Ft — the union of an indexed family {F}}ier, 19.

® (\;cr Ft — the intersection of an indexed family {F;}icr, 19.

e [[,cr Fi — the Cartesian product of an indexed family {F}}:er, 20.
e N — the set of natural numbers, 26.

e w — the set of natural numbers, 27;
the order type of an infinite strictly increasing sequence, 39;
the first infinite ordinal number, 44.

e 7 — the set of integers, 30.

e Q — the set of rational numbers, 30.

e R — the set of real numbers, 31.

e B(p,e) — the open ball in R™ with center p and radius €, 32.
e int(S) — the interior of a set S in R™, 33.

e cl(S) — the closure of a set S in R™, 33.

e w* — the order type of an infinite strictly decreasing sequence, 39.
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e O(xg) — the initial segment {z € X: z < z¢}, 40.

e Otp(W) — the order type of a well-ordered set W, 47.
e |A| — the cardinality of a set A, 61.

e 2% — the cardinality of the set P(k), 65.

e X 4 — the characteristic function of a set A, 65.

e T — the cardinal successor of a cardinal s, 65.

e w, — the ath infinite cardinal number, 66.

e N, — aleph-alpha: the ath infinite cardinal number, 66.
e 7, — bet-alpha, 66.

e ¢ — continuum: the cardinality of the set P(w), 66.

e k@ )\ — the cardinal sum of cardinals x and A, 68.

e k® A\ — the cardinal product of cardinals x and )\, 68.
e x* — cardinal exponentiation: the cardinality of the set x*, 68.

o A<¥ — the set of all finite sequences with values in A: A™ 71,

n<w

[X]=" — the family of all subsets of X of cardinality < &, 72.

e [X]|<" — the family of all subsets of X of cardinality < &, 72.
[X]* — the family of all subsets of X of cardinality , 72.

e C(R) — the family of all continuous functions f: R — R, 73.

o cf(a) — the cofinality of an ordinal number «, 74.

o clp(Z) — closure of a set Z under the action of F, 86.

e [ — limit points of F' C R™, 92.

e o[F] — the smallest o-algebra containing F, 94.

e Bor — the g-algebra of Borel sets, 94.

e 20 — subsets of Bor, 94.

o 119 — subsets of Bor, 94.

e N'D - the ideal of nowhere-dense sets, 98.

e M — the o-ideal of meager (first-category) sets, 98.

e N - the o-ideal of Lebesgue measure-zero (null) subsets of R™, 99.
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e LINg(B) — linear subspace of R over Q generated by B C R, 111.
e Func(X,Y) — all partial functions from X into Y, 131.

e Func,(X,Y) — all partial functions from X into Y with the domain of
cardinality < &, 131.

e <* — a relation on w*, 135.

e <* — a linear-order relation on w*, 139.

e =* — an equivalence relation on w*, 139.

e P =Py x P; — the product of partially ordered sets Py and Py, 149, 190.
e trcl(z) — the transitive closure of x, 165.

o R(a) — 165.

e rank(x) — the rank of z, 166.

e T ¢ — sentence ¢ is a consequence of a theory T', 167.
e Con(T') — theory T is consistent, 167.

e M — the relativization of a formula 1 to a set M, 168.
e M =1 — a formula ¢ is true in M, 168.

e M[G] — a generic extension of model M, 170, 175.

e wM — w; in model M, 175.

o ¢ — ¢ in model M, 175.

e valg(7) — valuation of a P-name 7, 175.

e [' — standard P-name for a generic filter in P, 176.

o p|l-pa ¢ — p forces ¢, 176.

e | — forcing relation, 176.

o P |- ¢ — every p € P forces ¢, 177.

o 7 |-% p(z1,...,2,) — formula for “p forces p(z1,...,zy),” 177.
o |-* - 177.

e P(Z) — Cohen forcing on a set Z, 192.

e Px 7 — iteration of P and a good P-name 7, 200.

o GO *Gl — 200.
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axiom of union, 8
axiom schema of comprehension,
3

axiom schema of separation, 7

Baire category theorem, 33, 98
Baire class-one function, 73
Baire property, 98
Baire-measurable functions, 104
base, 58
for R™, 89
basis
Hamel, 111, 115
with Baire property, 117
without Baire property, 113
measurable, 117
nonmeasurable, 113
of a linear space, 55
transcendental, 60
Bernstein set, 103-5, 112, 117, 126
bijection, 16
binary relation, 12, 173
B-measurable functions, 104
Borel functions, 104
Borel sets, 89, 97
Borel o-algebra Bor, 94
bound variables in a formula, 166
bounded quantifier, 168
bounded subset of R™, 33
branch of a tree, 163
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Cantor set, 71, 93, 111, 117
Cantor-Bendixson theorem, 92
Cantor’s theorem, 64
cardinal number, 62
collapsing of, 180, 185
preservation of, 180, 188
regular, 75, 144
successor of, 65
cardinal numbers
arithmetic of, 68
exponentiation of, 68
product of, 68
sum of, 68
union of, 65
cardinality
continuum ¢, 66, 76, 195
of a set, 61
Cartesian product, 10, 20
Cauchy sequence, 14, 33
ccc forcing, 140, 149, 150, 179-81,
195
ccc iteration, 202, 206
ccc linearly ordered set, 154, 162
Ceder’s theorem, 89
CH, 66
chain in a partially ordered set,
52
characteristic function, 65
choice function, 18
Ciesielski—Larson theorem, 119, 121
Ciesielski’s theorem, 124
class
equivalence, 14
proper, of sets, 7, 44, 168
quotient, 14
of sets, 7
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85, 97
closed subset of R™, 32, 89
closed unbounded subsets of wy,
157
diagonal intersection of, 161
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cl(S) of a set in R™, 33
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transitive, trcl(z), 165
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ber, 74
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comparable elements in a partially
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compatible elements in a partially
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compatible set, 147
complete Boolean algebra, 140
complete linearly ordered set, 135,
154
complete linear-order relation, 135,
154
complete set of axioms, 4
composition of relations, 13
comprehension, axiom schema of,
3
comprehension scheme, 7
condition, 132
ccc, 140
stronger, 132
conditions
comparable, 140
compatible, 140
incompatible, 140
connected relation, 23
connected subset of R™, 33, 114
consistent set of axioms, 4
consistent theory, 167
consistent with ZFC, 66, 133, 141,
155, 168
constants in the language of set
theory, 6, 168, 171, 174
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continuous function, 33, 72, 107,
111

continuum ¢, 66, 76, 195

continuum hypothesis, 66, 87, 89,
105, 108, 111, 115, 122,
124, 129, 136, 139, 157,
168, 183

generalized, 66, 107

countable chain condition ccc, 140

countable set, 64

countably closed forcing, 183

cover, 58

Darboux function, 106
decreasing function, 41
strictly, 41, 51

Dedekind cut, 31

definitions by recursion, 49

definitions by transfinite induction,
49

Aop-formula, 172

A-system lemma, 150, 151, 153,
154, 181, 206

dense set, weakly, 139

dense set below p, 183

dense subset of a linearly ordered
set, 133, 135, 154

dense subset of a partially ordered
set, 130, 132, 141, 174

dense subset of R™, 33, 79, 99,
117

diagonal intersection of closed and
unbounded sets, 162

diagonalization, 81, 129, 198

diamond principle <, 158, 182

{-sequence, 158

difference of sets, 8

symmetric, 9

difference-free partition, 124

discrete space, 94

discrete subset of R™, 89

distance in R™, 32, 86

domain of a function, 16

231

domain of a relation, 12, 173

empty set axiom, 7
equivalence class, 14
equivalence relation, 14, 100
Erdés-Hajnal theorem, 86, 115
Erdés—Kakutani theorem, 115
Euclidean space R™, 32
exponentiation of cardinal num-
bers, 68

extension

of a function, 18

generic, 170
extensionality axiom, 6

field, 55
of a relation, 12
filter, 60, 130
JF-generic, 132
generic, 169
prime, 60
principal, 131
proper, 60
finite set, 64
first element, 22
first-category set, 98, 144
Fodor’s theorem, 162
forcing, 132
cardinal-collapsing, 180
cardinal-preserving, 180, 188
countably closed, 183
iterated, 189
forcing method, 164
forcing principle, 169
forcing relation |—, 177
forest in a graph, 60
formal proof, 167
formula, 6, 166
a consequence of a theory, 167
Ag-, 172
|7 representing forcing re-
lation, 177
relativization of, 168
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free variable, 166

F, set, 94

Fubini—Tonelli theorem, 105
function, 16

GCH, 66
G set, 94, 99
generalized continuum hypothesis,
66, 107
generic extension of a model, 170
generic filter, 132, 169
Godel’s incompleteness theorem
first, 5, 167
second, 4, 167
good P-name, 199
graph on a set, 60
bipartite, 116
forest in, 60
greatest element, 22, 39
ground model, 170
group, 55
Abelian, 55

Hahn—Banach theorem, 54, 56
Hamel basis, 111, 115
with Baire property, 117
without Baire property, 113
measurable, 117
nonmeasurable, 113

Hausdorff maximal principle, 54,
140

ideal, 14, 98

of nowhere-dense sets N'D, 98
image, 16
incompatible elements in a par-

tially ordered set, 140

inconsistent theory, 167
increasing function, 41

strictly, 41, 47, 74, 138, 139
independence

algebraic, 60

of the axioms, 5

Index

linear, 55, 113, 123
from ZFC, 5, 66, 110, 164,
166, 168, 183
index set, 19
indexed family, 19
induction
on natural numbers, 27
too short, 130
transfinite, 40, 198
definitions by, 49
infinite set, 64
infinity axiom, 10, 26, 182
initial ordinal number, 62
initial segment, 31, 39
proper, 40, 41
injective function, 16
integers, 30
integral, 105
interior int(S) of a set, 32
intermediate value theorem, 106
intersection of sets, 8, 19
diagonal, 162
inverse relation, 13
isolated point, 89
isomorphism of ordered sets, 39,
41, 47, 134, 135, 185
iterated forcing, 189
iterated integral, 105
iteration of ccc forcings, 202, 206
iteration of partially ordered sets,
200, 204

Jones space, 114

Kirchheim—Natkaniec theorem, 108
Kuratowski’s theorem, 126

language of set theory, 4, 6, 166
largest element, 22

last element, 22

least element, 22

least upper bound, 135
Lebesgue measure, 101
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Lebesgue measure-zero set, 98, 117,
145, 193, 194

Lebesgue-measurable functions, 104

Lebesgue-measurable Hamel ba-
sis, 117

Lebesgue-measurable sets, 98

lexicographic-order relation, 43

limit points F’ of FF C R™, 92

linear function, 111

linear functional, 56

linear space, 55

basis of, 55

linear subspace, 55, 111

linearly independent subset, 55,
113, 123

linearly ordered set, 23, 39, 42

linear-order relation, 23, 60, 139,
156

lower bound, 52

MA, 141
map, 16
cofinal, 74
Martin’s axiom MA, 141, 155, 195,
196
maximal antichain, 140
maximal element, 22, 39, 53, 54
Mazurkiewicz’s theorem, 81
meager set, 98, 144
minimal element, 22, 39
model
Cohen, 182, 189
ground, 170
for theory T, 168
for ZFC, 169
for ZFC+“c = wy,” 195
for ZEC+<, 182
for ZFC+MA+-CH, 196
for ZFC+-CH, 168
for ZFC+-MA, 195
for ZFCH“2“1 = wy,” 188
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natural numbers, 4, 25

non-Baire functions, 104

non-Borel functions, 104

nonmeasurable functions, 104

nowhere-constant function, 108

nowhere-dense set, 33, 98, 110,
117

nowhere-symmetrically continuous
function, 118

null set, 98, 145, 193, 194

one-to-one function, 16
onto function, 16
open ball B(p,¢) in R™, 32
open cover, 58
open set in R™, 32, 89
order isomorphism, 39, 41, 47, 134,
135, 185
order relation
antilexicographic-, 43
complete, 135, 154
lexicographic-, 43
linear-, 23, 60, 139, 156
partial-, 21, 60, 174
order topology, 154, 157
order type
n, 135
A, 135
w*, 51
Otp(WW) of a well-ordered set,
47
of a partially ordered set, 38
ordered n-tuple, 10
ordered pair, 9, 173
order-isomorphic partially ordered
sets, 38
ordinal number, 44, 90, 174, 196
cofinality of, 74
initial, 62
limit, 46, 174
successor of, 46, 174
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ordinal numbers
arithmetic of, 48
product of, 48
sum of, 48

pairing axiom, 8
partial functions Func(X,Y) from
X into Y, 131
partially ordered set, 22
partially ordered sets
iteration of, 200, 204
order isomorphic, 38
product of, 149, 150
partial-order relation, 21, 60, 174
partition, 14, 86, 115, 119
difference-free, 124
sum-free, 124
Peano axioms of arithmetic, 26
perfect subset of R™, 89, 90, 101,
102
P-name, 175, 177
good, 199
valuation of, 175
poset, 22
power set, 8
power set axiom, 8
preimage, 16
preorder relation, 24, 139
preservation, in induction proofs,
81
preservation of cardinal numbers,
180, 188
preservation of properties in generic
extensions, 172
pressing-down lemma, 162
principle of mathematical induc-
tion, 26
principle of transfinite induction,
40
product
of cardinal numbers, 68
Cartesian, 10, 20
of ordinal numbers, 48

Index

of partially ordered sets, 149,
150
Tychonoff, 58
product lemma, 190
proper initial segment, 40, 41

quantifier, 6, 166
bounded, 168
unbounded, 168

quotient class, 14

range of a function, 16
range of a relation, 12, 174
rank of a set, 166
Rasiowa—Sikorski lemma, 132, 139,
169
rational numbers, 30
real function, 104
real numbers, 25, 31
Cohen, 182
recursion definitions, 49
recursion theorem, 49
reflexive relation, 13
regressive function, 162
regular cardinal numbers, 75, 144
relation
antisymmetric, 21
binary, 12, 173
connected, 23
domain of, 12, 173
equivalence, 14, 100
forcing |-, 177
|-, 177
inverse, 13
order
antilexicographic-, 43
complete, 135, 154
lexicographic-, 43
linear-, 23, 60, 139, 156
partial-, 21, 60, 174
preorder, 24, 139
range of, 12, 174
reflexive, 13
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restriction of, 23

=*,139

<*, 136

<*, 139

symmetric, 13

transitive, 13

well-founded, 37, 163

well-ordering, 38, 90
relations

composition of, 13

in the language of set theory,

168

replacement scheme axiom, 17
restriction of a function, 18
restriction of an order relation, 23
Russell’s paradox, 3, 7

scale, 136, 141
Schréder—Bernstein theorem, 64
selector, 15, 117
sentence, 167
a consequence of a theory, 167
consistent with a theory, 167
independent of a theory, 5,
167
sequence, 18
Cauchy, 14, 33
$-, 158
transfinite, 48
set-theoretic universe, 7
Sierpinski—Zygmund theorem, 111
Sierpinski’s theorem, 88, 105
o-algebra, 93
of Borel sets Bor, 94
of Lebesgue-measurable sets
L, 101
of sets Baire with the Baire
property, 101
o-ideal, 98
of first-category sets, 98, 144
of Lebesgue measure-zero sets,
98, 145, 193, 194
of meager sets, 98, 144
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of null sets, 98, 145, 193, 194
smallest element, 22, 39
stationary set, 158, 162
strong measure-zero set, 153
strongly Darboux function, 106
subbase of a topological space, 58
subcover, 58
successor, 10, 26

of a cardinal number, 65

of an ordinal number, 46, 174
sum of cardinal numbers, 68
sum of ordinal numbers, 48
sum-free partition, 124
surjective function, 16
Suslin hypothesis SH, 155
Suslin line, 155
Suslin tree, 163
symmetric difference, 9
symmetric relation, 13
symmetrically continuous function,

118

nowhere, 118

theory, 167
consistent, 167
inconsistent, 167
topological properties of R™, 32
topological space, 58
base of, 58
Borel structure of, 93
compact, 58
discrete, 94
subbase of, 58
topology, 58
order, 154, 157
on R™ 32
transcendental basis, 60
transfinite induction, 40, 198
definitions by, 49
transfinite sequence, 48
transformation, 16
transitive closure trel(z) of a set,
165
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transitive model of ZFC, 169
transitive relation, 13
transitive set, 164, 174
tree, 163

Aronszajn, 163

branch of, 163

Suslin, 163
tree construction, 92, 102
Tychonoff product, 58
Tychonoff theorem, 54, 58

unbounded quantifier, 168

unbounded subset in an ordinal
number, 74

uncountable set, 64

uniformly antisymmetric function,
119

union axiom, 8

union of cardinal numbers, 65

union of sets, 8

upper bound, 52

least, 135

Index

valuation, 175
variable, 6, 166
bound, 166
free, 166
vector space, 55
Vitali set, 117, 126

weakly dense set, 139

well-founded relation, 37, 163

well-ordered set, 38, 39, 42, 47, 51
type of, 47

well-ordering relation, 38, 90

well-ordering theorem, 51

Zermelo—Fraenkel axioms, 4
Zermelo’s theorem, 51

ZF, 52

ZFC, 4

Zorn’s lemma, 53, 54



