
RESEARCH Real Analysis Exchange
Vol. 39(1), 2013/2014, pp. 57–72

Krzysztof Chris Ciesielski, Department of Mathematics, West Virginia
University, Morgantown, WV 26506-6310 and Department of Radiology,
MIPG, University of Pennsylvania, Blockley Hall – 4th Floor, 423 Guardian
Drive, Philadelphia, PA 19104-6021. email: KCies@math.wvu.edu

Jakub Jasinski, Department of Mathematics, University of Scranton,
Scranton, PA 18510-4666. email: jakub.jasinski@scranton.edu

SMOOTH PEANO FUNCTIONS FOR
PERFECT SUBSETS OF THE REAL LINE

Abstract

In this paper we investigate for which closed subsets P of the real
line R there exists a continuous map from P onto P 2 and, if such a
function exists, how smooth can it be. We show that there exists an
infinitely many times differentiable function f ∶R → R2 which maps an
unbounded perfect set P onto P 2. At the same time, no continuously
differentiable function f ∶R → R2 can map a compact perfect set onto
its square. Finally, we show that a disconnected compact perfect set
P admits a continuous function from P onto P 2 if, and only if, P has
uncountably many connected components.

1 Introduction and overview

Let P be a nonempty subset of the set R of real numbers. If P has no isolated
points and n,m ∈ {1,2,3, . . .}, then we consider the following classes of smooth
functions from P to Rm: Dn of n-times differentiable functions and Cn of
continuously n-times differentiable functions. In addition, C0 will stand for the
class of all continuous functions and C∞ for the class of functions differentiable
infinitely many times. For every n < ω we have C∞ ⊂ Cn+1 ⊂ Dn+1 ⊂ Cn.

A nonempty set P ⊆ R is called perfect if it is closed and has no isolated
points. We say that a function f ∶P → R2 is Peano if it is onto P 2, that is,
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when f[P ] = P 2. For example, the classic result of Peano [7] states that there
exists a Peano function f ∶ [0,1] → [0,1]2 of class C0. More on this topic can
be found in Sagan [9].

It is worth noting that some Peano functions f ∶P → R2 of a given smooth-
ness class can be extended to the entire functions f̂ ∶R→ R2 of the same class.

Proposition 1.1. Let P ⊂ R be a perfect set.

(a) Any C0 Peano function f ∶P → P 2 may be extended to a C0 function
f̂ ∶R→ R2.

(b) Any D1 Peano function f ∶P → P 2 may be extended to a D1 function
f̂ ∶R→ R2.

Proof. (a) follows from the Generalized Tietze extension theorem, see e.g.
[5, p. 151]. Part (b) follows from the following extension theorem due to
V. Jarńık [2]: “Every differentiable function f from a perfect set P ⊂ R into
R can be extended to a differentiable function f̂ ∶R → R.” More on Jarńık’s
theorem can be found in [4]. The theorem has also been independently proved
in [8, theorem 4.5].

Proposition 1.1 shows that for the functions from classes C0 and D1, the
existence of a Peano function for a perfect set P ⊂ R is equivalent to the

Figure 1: f(0) = 0 and f(x) = (an)2 for x ∈ [an, bn].
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existence of a function f ∶R→ R2 of the same class with f ↾ P being Peano.

Remark 1.2. For the functions of the higher classes of smoothness such simple
equivalence is not achievable. Indeed, in general, a C1 function f from a
perfect set P ⊂ [0,1] into R need not be extendable to an entire C1 function
f̂ ∶ [0,1]→ R, even if f is of the C∞ class.

Perhaps the simplest example supporting our Remark 1.2 is the function f
defined on the set P = {0} ∪⋃∞n=1[an, bn], where an = 2−n and bn ∈ (an, an−1),
as f(0) = 0 and f(x) = (an)2 for x ∈ [an, bn]. See Figure 1. Then, f ′(x) = 0
for every x ∈ P , so f is C∞. However, if we choose bn+1’s such that the

quotient f(an)−f(bn+1)
an−bn+1

= (2
−n
)
2
−(2−n−1)2

2−n−bn+1
equals 1, bn+1 = 2n+2−3

22n+2 works, then by

the mean value theorem any differentiable extension f̂ ∶ [0,1] → R of f will
have discontinuous derivative at 0.

Remark 1.2 shows that for the functions of at least C1 smoothness, it makes
a difference, if we construct the Peano functions as the restrictions of the entire
smooth functions or just on the set P . We pay attention to these details in
what follows.

The following theorem summarizes all the results on the Peano functions
for the subsets of R presently known to us.

Theorem 1.3. Let P be a closed subset of R.

(a) There exists a C0 Peano function f from P onto P 2 if, and only if, P is
either connected or it has uncountably many components.

(b) If P is perfect and has positive Lebesgue measure, then there is no D1

Peano function f from P onto P 2.

(c) If f ∶R → R2 is a C1 function and P ⊆ R is a compact perfect set, then
P 2 /⊂ f[P ]. Hence, f ↾ P is not Peano.

(d) There exists a C∞ function f ∶R → R2 and a perfect unbounded subset
P of R such that f[P ] = P 2, that is, f ↾ P is Peano.

Proof. (a) is proved in Theorem 4.1.
(b) Let f = ⟨f1, f2⟩∶P → P 2 be differentiable. Morayne [6, theorem 3]

showed (using the fact that D1 functions satisfy the Banach condition (T2))
that f[P ] must have the planar Lebesgue measure zero. In particular, if P
has positive measure, then P 2 /⊂ f[P ].

(c) is proved in Theorem 3.1.
(d) is proved in Theorem 2.2.



60 K. C. Ciesielski and J. Jasinski

2 A C∞ function f ∶R → R2 with a Peano restriction f ↾ P
for some perfect set P ⊂ R

The idea is to construct a sequence ⟨Pk ⊆ [3k,3k+2]∶k < ω⟩ of perfect sets such
that for every `, `′ < k there exists a C∞ function fk`,`′ from [3k,3k+2] into R2

which maps Pk onto P` × P`′ , see Figures 2 and 4. Then, the set P = ⋃k<ω Pk
will be as required, since for any given sequence ⟨⟨`k, `′k⟩∶0 < k < ω⟩ of all pairs

of natural numbers with `k, `
′
k < k, the function f̂ = ⋃0<k<ω f

k
`k,`′k

is C∞ and it

maps ⋃0<k<ω Pk onto P 2. Such an f̂ can easily be extended to the desired C∞
function f ∶R→ R2.

Figure 2: An fk`k,`′k
fragment of the function f .

The construction of the sets Pk will naturally provide continuous mappings
f̄k`,`′ from Pk onto P`×P`′ . The difficulty will be to ensure that these functions
are not only C∞, but that they can be also extended to the C∞ functions
fk`,`′ ∶ [3k,3k + 2]→ R2. The tool to insure the extendability is provided by the
following Lemma 2.1. Notice, that the lemma can be considered as a version
of Whitney extension theorem [10].1

Note also, that no analytic function f ∶R→ R2 can have a Peano restriction
to any perfect set (since the coordinates, f1, f2∶R → R, of a Peano function
need to be constant on some perfect subsets).

Lemma 2.1. Every real-valued function g0 from a compact nowhere dense
set K ⊂ R having the property that for every k < ω there exists a δk ∈ (0,1)

1Added in proof. Actually, Lemma 2.1 follows from [10, thm. 1 p. 65], since “g0 is of
class C∞ in K in terms of the functions fk ≡ 0.” The authors like to thank Prof. Jan Kolar
for pointing this out.
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such that

(Pk) ∣g0(x) − g0(y)∣ < ∣x − y∣k+1 for all x, y ∈K with 0 < ∣x − y∣ < δk

can be extended to a C∞ function g∶R→ R. Moreover, g′(x) = 0 for all x ∈K.

Proof. Let ψ∶R → R be a monotone C∞ map such that ψ[(−∞,0)] = {0}
and ψ[(1,∞)] = {1}. For k < ω let

Mk = sup{∣ψ(i)(x)∣∶x ∈ [0,1] & i ≤ k} ∈ [1,∞).

Let K be a family of all connected bounded components (a, b) of R∖K. Let
g∶R → R be an extension of g0 such that g is constant on the closure of each
unbounded component of R ∖K and on each (a, b) ∈ K function g is defined
by a formula

g(x) = (g0(b) − g0(a))ψ (x − a
b − a ) + g0(a).

In other words, g on (a, b) is a function ψ ↾ (0,1) shifted and linearly rescaled
in such a way that g ↾ [a, b] is continuous. We will show that such defined g
is our desired C∞ function.

Clearly, the restriction g∣R∖K of g is infinitely many times differentiable at
any x ∈ R∖K. We need to show that the same is true for any x ∈K. For this,
we will show, by induction on k ≥ 1, that

(Ik) for every x ∈K, the k-th derivative g(k)(x) exists and is equal 0.

The inductive argument is based on the following estimate, where k ≥ 1:

(Sk) ∣ g
(k−1)

(y)−g(k−1)(z)
y−z

∣ < Mk(b − a) provided (a, b) ∈ K, b − a < δk, and y, z ∈
[a, b] are distinct.

Let k ≥ 1. To see (Sk), take y and z as in its assumption. Then,

∣g
(k−1)(y) − g(k−1)(z)

y − z ∣ ≤ sup
x∈(a,b)

∣g(k)(x)∣ (1)

= sup
x∈(a,b)

∣g(b) − g(a)∣
∣b − a∣k ∣ψ(k) (x − a

b − a )∣ (2)

≤ ∣g(b) − g(a)∣
∣b − a∣k Mk (3)

< ∣b − a∣k+1
∣b − a∣k Mk =Mk(b − a), (4)
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Figure 3: b − a < ε/M1 < b1 − a1.

where (1) follows from the Mean Value Theorem, (2) from the fact that

g(k)(x) = dk

dxk [(g(b) − g(a))ψ (x−a
b−a

) + g(a)] = g(b)−g(a)
(b−a)k

ψ(k) (x−a
b−a

) for every x ∈
(a, b), (3) from the definition of Mk, while (4) is concluded from (Pk) used
with x = b and y = a.

To show (I1), fix an x0 ∈K and an ε > 0. We will find a δ > 0 for which

∣g(y) − g(x0)
y − x0

∣ < ε provided x0 < y < x0 + δ. (5)

If x0 is equal to the left endpoint of some component interval of R ∖K, then
the existence δ follows from our definition of the function g on such intervals,
specifically because ψ′(0) = 0. So, assume that this is not the case, that is,
that (x0, x0 + η) ∩K ≠ ∅ for every η > 0. Let δ ∈ (0,min{ε, δ1}) be such that
(x0, x0 + δ) is disjoint with every (a1, b1) ∈ K for which b1 − a1 ≥ ε/M1. See
Figure 3. We will show that such δ works.

So, fix a y ∈ (x0, x0+δ) and let z = supK ∩[x0, y]. Since ∣z−x0∣ < δ < δ1, by

(P1) we have ∣ g(z)−g(x0)

z−x0
∣ < ∣z−x0∣

1+1

∣z−x0∣
= ∣z−x0∣ < δ < ε. If z = y, this completes the

proof of (5). So, assume that z < y. Then, there exists an (a, b) ∈ K for which
z = a and y ∈ (a, b). Notice that, by the choice of δ, we have b − a < ε/M1, see

Figure 3. Hence, by (S1), we have ∣ g(y)−g(z)
y−z

∣ <M1(b − a) < ε. Combining this

with ∣ g(z)−g(x0)

z−x0
∣ < ε, we obtain ∣ g(y)−g(x0)

y−x0
∣ ≤ max{∣ g(y)−g(z)

y−z
∣ , ∣ g(z)−g(x0)

z−x0
∣} < ε,

finishing the proof of the property (5).

Similarly, we prove that there exists a δ > 0 for which ∣ g(y)−g(x0)

y−x0
∣ < ε

provided x0 − δ < y < x0. This completes the argument for (I1).
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Next, assume that for some k ≥ 2 the property (Ik−1) holds. We need to
show (Ik). So, fix an x0 ∈K and an ε > 0. We will find a δ > 0 for which

∣g
(k−1)(y) − g(k−1)(x0)

y − x0
∣ < ε provided x0 < y < x0 + δ. (6)

If x0 is equal to the left endpoint of some component interval of R∖K, then
the existence of δ follow from our definition of function g on such intervals.
So, assume that this is not the case, that is, that (x0, x0 +η)∩K ≠ ∅ for every
η > 0. Let δ ∈ (0,min{ε, δk}) be such that (x0, x0 + δ) is disjoint with every
(a1, b1) ∈ K for which b1 − a1 ≥ ε/Mk. We will show that such δ works.

Fix a y ∈ (x0, x0+δ). If y ∈K, then ∣ g
(k−1)

(y)−g(k−1)(x0)

y−x0
∣ = 0 < ε follows from

(Ik−1). So, we assume that y ∈ (a, b) for some (a, b) ∈ K. Then,

∣g
(k−1)(y) − g(k−1)(x0)

y − x0
∣ = ∣g

(k−1)(y) − g(k−1)(a)
y − x0

∣ (7)

≤ ∣g
(k−1)(y) − g(k−1)(a)

y − a ∣

< Mk(b − a) < ε, (8)

where (7) follows from g(k−1)(x0) = 0 = g(k−1)(a), which is implied by (Ik−1),
while (8) follows from (Sk), since the choice of δ < δk implies b − a < ε/Mk.
This completes the proof of (6).

Similarly, we prove that there is a δ > 0 for which ∣ g
(k−1)

(y)−g(k−1)(x0)

y−x0
∣ < ε

provided x0 − δ < y < x0. This completes the argument for (Ik) and concludes
the proof of the lemma.

Theorem 2.2. There exist C∞ functions f1, f2∶R→ R and a perfect set P ⊂ R
such that f = ⟨f1, f2⟩ maps P onto P 2, that is, f ↾ P is a Peano function.

Proof. The construction will follow the outline indicated at the beginning of
the section.

Perhaps the simplest continuous Peano-like function is the following map
h = ⟨hodd, heven⟩∶2ω → (2ω)2, whose coordinate functions are the projections
defined as hodd(s)(i) = s(2i + 1) and heven(s)(i) = s(2i). If we identify 2ω

with the Cantor ternary set C = {∑i<ω 2s(i)
3i+1 ∶ s ∈ 2ω}, then h becomes a con-

tinuous Peano function, from C onto C2. However, the compression of terms
performed by hodd and heven gives us

lim sup
s→t

∣h
odd(s) − hodd(t)

s − t ∣ =∞.
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Hence, h is not differentiable. In Section 3 we observe that this is a common
problem for all compact sets.

To compensate for this compression, we define the sets Pk inductively, cre-
ating each Pk by “thickening” Pk−1 in such a way, that the “condensed” coor-
dinate projections of Pk, via analogs of the maps hodd and heven, may still be
mapped onto Pl in a differentiable way as long as l < k. Notice that while the
“thickening” must be essential enough to obtain the above-mentioned require-
ment, it cannot be too radical, since the produced sets Pk must be of measure
zero. This balancing act will be facilitated by the following functions pk.

For every k < ω choose an increasing function pk ∶ω → [1,∞) such that

lim
i→∞

p`(i)
pk(2i)

= lim
i→∞

p`(i)
pk(2i + 1) =∞ for every ` < k < ω. (9)

For example, the formula pk(i) = (i + 1)2−k insures (9), as for every i > 0 we
have

p`(i)
pk(2i)

≥ p`(i)
pk(2i + 1) = (i + 1)2−`

(2i + 1)2−k
≥ i2

−`

(3i)2−k
= 1

32−k
i2

−`

i2−k
= 1

32−k
i2

−`
−2−k ,

and limi→∞
1

32−k
i2

−`
−2−k =∞ since 2−` − 2−k > 0.

For k < ω define hk ∶2ω → [3k,3k + 2] as hk(s) = 3k +∑∞
n=0 s(n)3−npk(n).

Notice, that hk is a continuous embedding. Moreover, for every i < ω we have

∑∞
n=i 3−npk(n) ≤ ∑∞

n=i 3−npk(i) ≤ 3−ipk(i)∑∞
n=0 3−n = 3

2
3−ipk(i). In particular, for

every distinct s, t ∈ 2ω, if i = min{n < ω∶ s(n) ≠ t(n)}, then

1

2
3−ipk(i) ≤ ∣hk(s) − hk(t)∣ ≤

∞

∑
n=i

3−npk(n) ≤ 3

2
3−ipk(i), (10)

where the first of the inequalities is justified by the following estimation,

∣hk(s) − hk(t)∣ = ∣
∞

∑
n=i

(s(n) − t(n))3−npk(n)∣ ≥ 3−ipk(i) −
∞

∑
n=i+1

3−npk(n)

≥ 3−ipk(i) − 3

2
3−(i+1)pk(i+1) ≥ 3−ipk(i) − 3

2
3−(i+1)pk(i)

≥ 3−ipk(i) − 1

2
3−ipk(i).

Let Pk = hk[2ω] and put P = ⋃k<ω Pk. Clearly P is a perfect subset of R.
We will show that it satisfies the theorem.

For every ` < k < ω let hoddk,` = h` ○ hodd ○ h−1k . It is easy to see that hoddk,` is

a continuous function from Pk onto P`. The key fact is that hoddk,` satisfies the
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assumptions of Lemma 2.1, that is, for every m < ω there exists a δm ∈ (0,1)
such that

∣hoddk,` (x) − hoddk,` (y)∣ < ∣x − y∣m+1 for all x, y ∈ Pk with 0 < ∣x − y∣ < δm. (11)

Clearly, for any δm ∈ (0,1), the condition (11) holds for any distinct x, y ∈ Pk
with hoddk,` (x) = hoddk,` (y). Therefore, we are interested only in the case when

hoddk,` (x) ≠ hoddk,` (y). Now, since Pk = hk[2ω], there exist s, t ∈ 2ω with x = hk(s)
and y = hk(t) and then h`(hodd(s)) = hoddk,` (x) ≠ hoddk,` (y) = h`(hodd((t)). Since

h` is injective, this implies that hodd(s) ≠ hodd(t). In short, we need to study
s, t ∈ 2ω for which hodd(s) ≠ hodd(t).

So, fix s, t ∈ 2ω for which hodd(s) ≠ hodd(t) and define

x = hk(s) and y = hk(t). (12)

Let i = min{n < ω∶hodd(s)(n) ≠ hodd(t)(n)}. By the formula (10) we have
the inequality ∣h`(hodd(s)) − h`(hodd(t))∣ ≤ 3

2
3−ip`(i). Moreover, we have

s(2i + 1) = hodd(s)(i) ≠ hodd(t)(i) = t(2i + 1). It follows that the number
i1 = min{n < ω∶ s(n) ≠ t(n)} is ≤ 2i+1 and, again by the formula (10), we have
∣x − y∣ = ∣hk(s) − hk(t)∣ ≥ 1

2
3−i1pk(i1) ≥ 3−(2i+1)pk(2i+1)−1. In particular

∣hoddk,` (x) − hoddk,` (y)∣ ≤ 3

2
3−ip`(i)

= 3

2
(3−(2i+1)pk(2i+1)−1)

ip`(i)
(2i+1)pk(2i+1)+1

≤ 3

2
∣x − y∣

ip`(i)
(2i+1)pk(2i+1)+1 .

But, by (9), for every m < ω there is an im < ω with ip`(i)
(2i+1)pk(2i+1)+1

≥ m + 2

for all i ≥ im. Moreover, since function h−1k is uniformly continuous, there is
a δm ∈ (0,1/2) such that ∣hk(s) − hk(t)∣ < δm implies that s(j) = t(j) for all
j ≤ 2im + 1. Notice that this δm insures (11).

Indeed, if ∣hoddk,` (x) − hoddk,` (y)∣ = 0, then the condition certainly holds. Oth-

erwise, with s = h−1k (x) and t = h−1k (y), we have hodd(s) ≠ hodd(t) and the
choice of δm insures that i = min{n < ω∶hodd(s)(n) ≠ hodd(t)(n)} is greater
than im. So,

∣hoddk,` (x) − hoddk,` (y)∣ ≤ 3

2
∣x − y∣

ip`(i)
(2i+1)pk(2i+1) ≤ 3

2
∣x − y∣m+2 < ∣x − y∣m+1

completing the proof of (11). In a similar manner, whenever l < k < ω we
define hevenk,` = h` ○ heven ○ h−1k , and obtain that

hevenk,` satisfies the assumptions of Lemma 2.1. (13)
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Figure 4: We will define f so that f ↾ Pk = ⟨hlk , hl′k⟩ ○ ⟨h
odd, heven⟩ ○ h−1k .

Let ⟨⟨`k, `′k⟩∶k = 1,2,3, . . .⟩ be a list of pairs from ω × ω such that for all
k ≥ 1, `k < k and `′k < k. For each k ≥ 1 define f̄1 on Pk as hoddk,`k

and f̄2
on Pk as hevenk,`′

k
. In addition, we define f̄1 and f̄2 on P0 as constant equal 0.

Since sets Pk are separated, (11) and (13) ensure that f̄1 and f̄2 satisfy the
assumptions of Lemma 2.1. Let f1∶R → R and f2∶R → R be C∞ extensions of
f̄1 and f̄2, respectively. The proof will be complete as soon as we show that
f = ⟨f1, f2⟩ maps P onto P 2. We have f ↾ Pk = ⟨hlk , hl′k⟩ ○ ⟨hodd, heven⟩ ○ h−1k ,

see Figure 4. Since h−1k maps Pk onto 2ω, ⟨hodd, heven⟩ maps 2ω onto 2ω × 2ω,
hlk[2ω] = Plk , and hl′

k
[2ω] = Pl′

k
, we have f[Pk] = P`k × P`′k . Therefore,

f[P ] = ⋃k<ω f[Pk] = {0} ∪⋃∞k=1 P`k × P`′k = P
2, completing the proof.

3 There is no C1 function f ∶R→ R2 with Peano restriction
to a compact perfect set

Theorem 3.1. For any compact perfect P ⊂ R and any C1 function f ∶R→ R2

we have P 2 /⊂ f[P ].

The proof is based on the following two lemmas.

Lemma 3.2. Let P be a perfect subset of R and f = ⟨f1, f2⟩ be a continuous
function from P into R2 such that the coordinate function f1 is differentiable.
If E = {x ∈ P ∶ f ′1(x) ≠ 0}, then f[E] ∩ P 2 is meager in P 2.

Proof. Since the derivative of a coordinate function f1∶P → R is Baire class
one (see e.g. [8]), the set E is σ-compact and so is f[E]. Also, for every
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compact K ⊂ E, every level set (f1 ↾K)−1(y) = {x ∈K ∶ f1(x) = y} of f1 ↾K is
finite. In particular, each vertical section of f[K] = {⟨f1(x), f2(x)⟩∶x ∈ K} is
finite, so f[K] ∩ P 2 is nowhere dense in P 2.

Lemma 3.3. Let g∶R→ R be a C1 function. If P is a compact perfect subset
of R such that P ⊂ g[P ], then there exists an x ∈ P such that ∣g′(x)∣ ≥ 1.

Proof. By way of contradiction, assume that ∣g′(x)∣ < 1 for every x ∈ P . Since
P is compact and g′ continuous, there exists an M < 1 such that ∣g′(x)∣ <M
for all x ∈ P . Notice that there exists a δ > 0 such that

∣ g(x)−g(y)
x−y

∣ <M for every x, y ∈ P with 0 < ∣x − y∣ ≤ δ. (14)

Indeed, otherwise for every n < ω there exist xn, yn ∈ P for which we have

0 < yn − xn ≤ 2−n and ∣ g(xn)−g(yn)
xn−yn

∣ ≥ M . By the mean value theorem, there

exist points ξn ∈ (xn, yn) for which ∣g′(ξn)∣ ≥ M . Choosing a subsequence, if
necessary, we can assume that ⟨xn⟩n converges to an x ∈ P . Then also ⟨ξn⟩n
converges to x, which contradicts continuity of g′, since ⟨∣g′(ξn)∣⟩n does not
converge to ∣g′(x)∣ <M .

For every k < ω let Uk be a collection of the families {Ij ∶ j < k} of intervals
such that each interval Ij has length ∣Ij ∣ ≤ δ and P ⊂ ⋃j<k Ij . Fix a k < ω for

which the Uk is not empty and let L = inf {∑j<k ∣Ij ∣∶{Ij ∶ j < k} ∈ Uk}. Notice,
that L > 0, even if P has measure 0. In fact, if P0 is any subset of P containing
k + 1 points, then L is greater than or equal to the minimal distance between
distinct points in P0.

Choose {Ij ∶ j < k} ∈ Uk with ∑j<k ∣Ij ∣ < L/M . For every j < k let Jj be
the shortest interval containing g[P ∩ Ij]. Then, by (14), ∣Jj ∣ ≤ M ∣Ij ∣. In
particular, ∑j<k ∣Jj ∣ ≤ ∑j<kM ∣Ij ∣ < L, so ⋃j<k Jj ⊃ ⋃j<k g[P ∩ Ij] = g[P ] does
not cover P .

Proof of Theorem 3.1. Let P ⊆ R be compact and f = ⟨f1, f2⟩∶R → R2

be of class C1. By way of contradiction assume that P 2 ⊂ f[P ], and let
P0 = {x ∈ P ∶ f ′1(x) = 0}. Then P0 is closed, since f ′1 is continuous. Let
E = P ∖P0. Then, by Lemma 3.2, f[E] is meager in P 2, so f[P0] ⊃ P 2∖f[E]
is dense in P 2. Therefore, P 2 ⊂ f[P0], as f[P0] is compact.

Next, let E0 be the set of all isolated points of P0 and let P1 = P0 ∖ E0.
Then, P1 is compact perfect and E0 is countable. Therefore, as above, we
conclude that P 2 ⊂ f[P1] ⊂ f1[P1] × f2[P1]. Hence, P1 ⊂ P ⊂ f1[P1].

Applying Lemma 3.3 to g = f1 and P1, we conclude that there is an x ∈ P1

such that f ′1(x) ≥ 1. But this contradicts the definition of P0 ⊃ P1. 2
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4 Compact sets P ⊂ R with C0 Peano functions f ∶P → P 2

The goal of this section is to give a full characterization of compact subsets P
of R for which there exists a C0 Peano function f ∶P → P 2. This is provided
by the following theorem.

Theorem 4.1. Let P ⊂ R be compact and let κ be the number of connected
components in P . Then there exists a C0 Peano function f ∶P → P 2 if, and
only if, either κ = 1 or κ = c.

Actually, since the classical Peano curve covers the case when P is con-
nected (κ = 1) only disconnected sets P are of true interest in this result. For
such sets the theorem can be reformulated as follows.

Corollary 4.2. A disconnected compact set P ⊂ R admits a C0 Peano function
f ∶P → P 2 if, any only if, P has uncountably many components.

The proof of the theorem will be based on the following two lemmas. To for-
mulate them, we need to recall the following classical definitions. See Kechris
[3, pp. 33-34].

For an X ⊆ R let (X)′ be the set of all accumulation points of X. For the
ordinal numbers α,λ < ω1, where λ is a limit ordinal, we define

X(0) =X, X(α+1) = (X(α))′, and X(λ) = ⋂α<λ X(α). (15)

For a closed countable set X ⊂ R, we define its Cantor-Bendixon rank, denoted
∣X ∣CB , to be the least ordinal number α < ω1 such that X(α) = ∅.

Lemma 4.3. If P ⊂ R is a countable compact set and a function f ∶P → R is
countable, then ∣f[P ]∣CB ≤ ∣P ∣CB .

Proof. We will show, by induction on β, that the condition

(Iβ) f[P ](β) ⊆ f[P (β)]

holds for every β < ω1. This clearly implies the result.

So, assume that, for some β < ω1, the inclusion f[P ](α) ⊆ f[P (α)] holds
for all α < β. We need to show (Iβ). We will consider three cases.

β = 0: Then f[P ](β) = f[P ] = f[P (β)], so (Iβ) holds.
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β > 0 is a limit ordinal number: First notice that

(●) ⋂α<β f[P (α)] ⊆ f[⋂α<β P (α)].

To see this, fix a point y ∈ ⋂α<β f[P (α)] and choose an increasing sequence
⟨αn < β∶n < ω⟩ cofinal with β, that is, such that limn αn = β. Then, for every
n < ω, there exists an xn ∈ P (αn) ⊆ P such that y = f(xn). By compactness
of P , choosing a subsequence if necessary, we can assume that ⟨xn⟩n con-
verges to some x ∈ P . Since the sequence ⟨P (αn)⟩n is decreasing, we have
x ∈ ⋂n<ω P (αn) = ⋂α<β P (α). Therefore, y = f(x) ∈ f[⋂α<β P (α)], as required
for proving (●).

Now, by (●),

f[P ](β) = ⋂
α<β

f[P ](α) ⊆ ⋂
α<β

f[P (α)] ⊆ f[⋂
α<β

P (α)] = f[P (β)],

where the first inclusion is justified by (Iα). So, once again, (Iβ) holds.

β is a successor ordinal: Suppose β = α + 1 and fix a y ∈ f[P ](β) =
(f[P ](α))′. Then, there exists a one-to-one sequence ⟨yn ∈ f[P ](α)∶n < ω⟩
converging to y. By the inductive assumption yn ∈ f[P ](α) ⊆ f[P (α)], so, for
every n < ω, there exists an xn ∈ P (α) with yn = f(xn). Since the sequence
⟨yn∶n < ω⟩ is one-to-one, so is ⟨xn ∈ P (α)∶n < ω⟩. By compactness of P (α),
choosing a subsequence if necessary, we can assume that ⟨xn⟩n converges to
some x ∈ P (α). Since ⟨xn⟩n is one-to-one, x ∈ (P (α))′ = P (β). Finally, f(x) =
f(limn xn) = limn f(xn) = limn yn = y, so y = f(x) ∈ f[P (β)], as needed for the
proof of (Iβ).

Lemma 4.4. Let P be a countable compact subset of R. If P is infinite, then
∣P ∣CB < ∣P × P ∣CB .

Proof. Let ∣P ∣CB = β. The compactness of P implies that β is a successor
ordinal, say β = α+1. We need to show that ((P ×P )(α))′ = (P ×P )(α+1) ≠ ∅.

Notice, that X ′ × Y ⊆ (X × Y )′ for every X,Y ⊂ R. From this, an obvious
inductive argument shows that X(α) ×Y ⊆ (X ×Y )(α). In particular, we have
P (α) × P ⊆ (P × P )(α). Thus, it is enough to show that (P (α) × P )′ ≠ ∅. But
this is obvious, since P (α) ≠ ∅ and P is infinite.

Proof of Theorem 4.1. The argument naturally leads to the following four
cases.

κ = 1: In this case the classical Peano curve works.
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κ > 1 is finite: Let f ∶P → R2 be continuous. Then f[P ] can have at most
κ-many components. Since P 2 has κ2 components and κ2 > κ, f[P ] cannot
be equal P 2.

κ is countable infinite: This means that κ = ω. We need to show that
there is no C0 Peano function f ∶P → P 2.

First we note that this is true when P is totally disconnected (i.e., it has
only one-point components):

(∗) if an infinite compact totally disconnected set P has countably many
components, then there is no continuous function from P onto P 2 = P×P .

Indeed, if f ∶P → R2 is continuous then, by Lemma 4.3, ∣f[P ]∣CB ≤ ∣P ∣CB . So,
f[P ] cannot be equal P 2 since, by Lemma 4.4, ∣P ∣CB < ∣P 2∣CB . The general
case will be reduced to (∗).

By way of contradiction, suppose that there exists a continuous function
f = ⟨f1, f2⟩ from P onto P 2. Let ∼ be an equivalence relation defined as: x ∼ y
if, and only if, x and y belong to the same component of P . The equivalence
class of x ∈ P with respect to ∼ will be denoted [x]. Let P /∼= {[x]∶x ∈ P}
be the quotient space, that is, U ⊆ P /∼ is declared open if, and only if, the
set Û = ⋃{[x]∶ [x] ∈ U} is open in P . Notice that P /∼ is homeomorphic to a
subset of R, since

P /∼ is compact, Hausdorff, totally disconnected.

Indeed, if {Uj ∶ j ∈ J} is an open cover of P /∼, then {Ûj ∶ j ∈ J} is an open cover

of P . So, there is a finite J0 ⊆ J such that {Ûj ∶ j ∈ J0} covers P . Therefore,
{Uj ∶ j ∈ J0} is a cover of P /∼, implying compactness of P /∼. To see the other
two properties, take x, y ∈ P with [x] ≠ [y]. We can assume that x < y. Then,
there exists an r ∈ R∖P such that [x] ⊂ (−∞, r) and [y] ⊂ (r,∞). In particular,
if U = P ∩ (r,∞), then Û is a clopen subset of P /∼ containing [x] but not [y].
It is worth noting that our space P /∼ falls into a broader class of quotient
spaces which are metrizable, see e.g. [1, theorem 4.2.13.].

Let i ∈ {1,2}. Since fi is a continuous function from P into itself, we have
fi([x]) = [fi(x)] for every x ∈ P . In particular, the function gi∶ (P /∼)→ (P /∼)
given by gi([x]) = [fi(x)] is well defined and it is continuous, since for every
U open in P /∼, the set W = g−1i (U) is open in P /∼, as Ŵ = f−1i (Û).

The above shows that function g = ⟨g1, g2⟩∶ (P /∼) → (P /∼)2 is well defined
and continuous. Moreover, it is onto (P /∼)2, since f[P ] = P 2. The space P /∼
is countable so this contradicts (∗), completing the proof of this case.
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κ is uncountable: In this case κ = c. Recall, that 2ω can be mapped onto
any compact metric space, see e.g. [3, theorem 4.18]. In particular, there
exists a continuous function 2ω onto P 2.

Also, there exists a continuous function g from P onto 2ω. Indeed, we
can define a Cantor-like tree {Ps∶ s ∈ 2<ω} of compact subsets of P such that
P∅ = P and every Ps is split into two clopen subsets, Ps0 and Ps1, each
containing uncountably many components of P . For t ∈ 2ω put g(x) = t if, any
only if, x ∈ ⋂n<ω Pt↾n. Then g is as required.

Finally notice that f = h ○ g is continuous and maps P onto P 2.

5 Final remarks and open problems

Although we proved that for a compact perfect P ⊂ R there is no Peano func-
tion f from P onto P 2 which can be extended to a C1 function f̂ ∶R→ R2, the
argument used in the proof of Theorem 3.1 does not work without the extend-
ability assumption of f . Of course, by Proposition 1.1(b), the extendability
would play no role if we could prove a version of Theorem 3.1 with the class
C1 replaced by D1. But, once again, our argument does not seem to generalize
to this case.

In light of this discussion, the following question seems to be of interest.

Problem 1. Does there exist a compact perfect set P ⊂ R and a D1 function
f from P onto P 2? If so, can such an f be C1? (See Remark 1.2.)

Also, Theorem 4.1 gives a full characterization of compact sets P admitting
C0 Peano functions. It would be interesting to find analogous characterization
that includes also the unbounded closed sets. However, if there exists such a
characterization (in terms of a structure of connected components), it seems
it would be quite complicated in nature.

Finally, in the example given in Theorem 2.2, the C∞ Peano function f
from P onto P 2 is extendable to a C∞ function f̂ ∶R → R2. Is this always the
case? More precisely it seems to us that the following question should have a
negative answer.

Problem 2. Let P ⊂ R be a perfect subset of R for which there is a C∞
function from P onto P 2. Does this imply that there exists a C∞ function
f ∶R→ R2 such that f[P ] = P 2?
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